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We introduce a multi-species generalization of the asymmetric simple exclusion process (ASEP)
with a “no-passing” constraint, forbidding overtaking, on a one-dimensional open chain. This no-
passing rule fragments the Hilbert space into an exponential number of disjoint sectors labeled
by the particle sequence, leading to relaxation dynamics that depend sensitively on the initial
ordering. We construct exact matrix-product steady states in every particle sequence sector and
derive closed-form expressions for the particle-number distribution and two-point particle correlation
functions. In the two-species case, we identify a parameter regime where some sectors relax in finite
time while others exhibit metastable relaxation dynamics, revealing the coexistence of fast and slow
dynamics and strong particle sequence sector dependence. Our results uncover a novel mechanism
for non-equilibrium metastability arising from Hilbert space fragmentation in exclusion processes.

I. INTRODUCTION

In the field of nonequilibrium statistical physics, the
asymmetric simple exclusion process (ASEP) has long
been studied as a fundamental model [1–3]. ASEP is a
simple model in which particles hop randomly subject to
a hard-core exclusion constraint and finds applications
in phenomena ranging from traffic flow [4] to biological
transport [5]. A remarkable feature of ASEP is its inte-
grability due to an underlying quantum-group symmetry,
which allows analysis via the Bethe ansatz and exact de-
termination of steady states through the matrix product
ansatz [6, 7]. Both duality relations (see Ref. [8]) and the
connection to Kardar–Parisi–Zhang universality [9] have
attracted considerable attention and have been investi-
gated.

In this work, we extend the ASEP to include M species
of particles and impose a “no-passing” constraint, mean-
ing particles cannot overtake each other, drastically alter-
ing the model’s relaxation dynamics. The present model
corresponds to Solution CII in the ASEP classification
of Ref. [7]. Its behavior under periodic boundary con-
ditions was examined in [10], while the open-boundary
TASEP was analyzed in Ref. [11]. In this work, we fo-
cus on the ASEP with open boundaries to investigate
the congestion phenomena that arise once the complete
jam at the chain’s edge in TASEP is alleviated, unveiling
the intricate congestion patterns that emerge. This “no-
passing” model can be mapped onto a frustration-free
quantum many-body system, enabling all steady states
to be obtained exactly and explicitly. Similar to the Hub-
bard model with infinite on-site repulsion [12, 13] and
t-Jz model [14], the no-passing constraint leads to an
exponential fragmentation of the Hilbert space into ex-
ponentially many sectors (Hilbert space fragmentation,
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HSF) [15, 16]. As a result, the relaxation dynamics
do not converge to a single “typical” state but remain
strongly dependent on the initial condition.

The structure of this paper is as follows. In Sec. II, we
introduce the multi-species no-passing ASEP, formulate
its master equation, and perform the imaginary-gauge
similarity transformation to obtain a Hermitian Hamil-
tonian. In Sec. III we detail the various sym-
metries of the model, including global U(1) conser-
vation, parity, and species-swap unitaries, and the
particle sequence-preserving operator responsible for
Hilbert space fragmentation. In Sec. IV, we use Per-
ron–Frobenius arguments to prove the uniqueness of the
ground state in each particle sequence sector and exhibit
the frustration-free nature. Sec. V constructs the ex-
act matrix-product steady states of the non-Hermitian
Markov generator, derives the normalization in closed
form. In Sec. V C we develop the transfer-matrix method
to compute exact one and two-point density correlations.
In Sec. VI, we analyze the many-body spectral gap in
the two-species system and identify three regimes: a
finite-gap regime that controls fast relaxation, a gapless
regime where relaxation slows down algebraically with
system size and a regime in which the gap is exponentially
small in system size, giving rise to metastable dynamics.
Finally, Sec. VII summarizes our main findings and out-
lines several avenues for future work. Appendix. A shows
how single-species sectors reduce to the standard ASEP
and map to the Ising-like ferromagnetic XXZ chain. Ap-
pendix B presents an algebraic steady state construction
via quantum-group like raising operators. Appendix C
provides numerical evidence for a finite bulk gap using
Knabe’s method. Appendix D collects detailed scaling
data for the minimal-gap sector. Appendix E gives the
explicit matrix representation used in our exact diago-
nalization studies.
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II. MODEL: NO-PASSING ASEP

We consider a one-dimensional lattice of length L with
open boundary conditions (OBC). Each site can hold at
most one particle, enforcing hard-core exclusion. There
are M particle species. We denote a particle of species
σ ∈ {1, 2, · · · , M} at site j by |σ⟩j . An empty site is
denoted by |0⟩j . A particle of species σ hops to a neigh-
boring empty site, moving left with probability pσ and
right with probability 1−pσ. As a result, particles cannot
overtake one another. (Fig. 1).

(a)

(b)

FIG. 1. Schematic of the no-passing ASEP rules. (a): A
particle hops only when the adjacent site is empty. (b): Hop-
ping into an occupied site is forbidden, so overtaking is not
allowed.

This model is a special case of Solution CII in [7].
The periodic boundary condition (PBC) case was studied
in [10], while the open-boundary TASEP (Totally Asym-
metric Simple Exclusion Process) case was studied in [11].
In this paper, we consider the ASEP with open boundary
conditions to investigate congestion phenomena that are
rarely observed under periodic boundary conditions and
which, in the TASEP limit, reduce to a simple boundary
pile-up.

A. Notation and Operator Definitions

We denote the vacuum state by |Ω⟩ := |0, · · · , 0⟩. We
define the hard-core boson creation operator on each site
by b†

σ := |σ⟩ ⟨0|. The hard-core condition b†
σb†

τ = 0 ap-
plies for each site. We define the on-site particle number
operator by n̂σ := b†

σbσ = |σ⟩ ⟨σ|. We define the on
site total particle number operator by n̂ :=

∑M
σ=1 n̂σ =

1 − |0⟩ ⟨0|. These operators are projectors with eigenval-
ues 0 or 1. We use the index µ = 0, 1, · · · , M to label
the states |µ⟩, including the empty state (µ = 0) and the

particle states (µ ≥ 1). For each pσ, we define

qσ :=
√

1 − pσ

pσ
, (1)

and shown in Fig. 2 is the relation pσ and qσ.

0. 0.5 1.
0

1

2

3

4

SSEP

FIG. 2. Relation between p and q. For 0 < p < 1/2, the bias
is to the right (q > 1). For 1/2 < p < 1, the bias is to the
left (q < 1). At p = 1/2 (symmetric simple exclusion process,
SSEP case), q = 1.

B. Master Equation

We represent the continuous-time Markov process by
the probability vector |P (t)⟩. The master equation reads

d
dt

|P (t)⟩ = −H̃ |P (t)⟩ . (2)

Here, −H̃ is the generally non-Hermitian transition ma-
trix of the continuous time Markov process. The prob-
ability of configuration {µ}, corresponding to |{µ}⟩ =
|µ1, · · · , µL⟩, is

P ({µ} ; t) = ⟨{µ}|P (t)⟩ . (3)

Normalization of the probability vector is

1 =
∑
{µ}

P ({µ} ; t)

=
∑
{µ}

⟨{µ}|P (t)⟩ . (4)

We treat H̃ as a non-Hermitian Hamiltonian. We enu-
merate all its zero-energy ground states, which corre-
spond to the steady state of the Markov process. Be-
cause H̃ is a transition matrix, its eigenvalues have non-
negative real parts. Each connected component has one
zero-energy steady state by the Perron–Frobenius theo-
rem. For M = 2, we also study the energy gap as an
estimate of the relaxation time to the steady state.
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The operator H̃ encodes the processes |0, σ⟩ → |σ, 0⟩ :
pσ, |σ, 0⟩ → |0, σ⟩ : 1−pσ, and |σ1, σ2⟩ → |σ2, σ1⟩ : 0 (see
Fig. 1). We define

H̃ =
L−1∑
j=1

h̃j,j+1,

h̃j,j+1 =

−
M∑

σ=1

[
pσb†

j,σbj+1,σ + (1 − pσ)b†
j+1,σbj,σ

]
+

M∑
σ=1

[pσ(1 − n̂j)n̂j+1,σ + (1 − pσ)n̂j,σ(1 − n̂j+1)]. (5)

Throughout this paper, we consider the ASEP (i.e. 0 <
pσ < 1) under open boundary conditions (OBC), and do
not take the TASEP limit.

C. Similarity Transformation to a Hermitian
Hamiltonian

For 0 < pσ < 1, the non-Hermitian operator H̃ can be
transformed by the invertible but nonunitary operator

S :=
M∏

σ=1
Sσ, Sσ := q

−
∑L

j=1
jn̂j,σ

σ ,

S−1 =
L∏

j=1

[
(1 − n̂j) +

M∑
σ=1

qj
σn̂j,σ

]
, (6)

into the Hermitian Hamiltonian

H := S H̃ S−1 =
L−1∑
j=1

hj,j+1,

hj,j+1 =

−
M∑

σ=1

√
pσ(1 − pσ)

(
b†

j,σbj+1,σ + b†
j+1,σbj,σ

)
+

M∑
σ=1

[pσ(1 − n̂j)n̂j+1,σ + (1 − pσ)n̂j,σ(1 − n̂j+1)]. (7)

This extends the known Hermitianization for
single-species ASEP under OBC [17]. In non-Hermitian
physics, it is known as the Hatano–Nelson pure imagi-
nary gauge transformation with OBC [18, 19]. Because
similarity transformations preserve the spectrum, H has
a real spectrum under OBC. If |Ψ⟩ is an eigenstate of H,
then the corresponding probability eigenvector for H̃ is

|P ⟩ = S−1 |Ψ⟩ . (8)

Their relation is illustrated by:
H̃ H := S H̃ S−1

|P ⟩ = S−1 |Ψ⟩ |Ψ⟩ .

S

eigenstate eigenstate

S−1

III. SYMMETRIES AND UNITARY
TRANSFORMATIONS

In this section, we list the symmetries of H̃ and H
and discuss symmetries in parameter space. We treat
the sequence operator S separately because it is crucial
for enumerating exact ground states.

A. Global U(1)×M Symmetry

The model has a U(1)×M symmetry, which conserves
the particle number of each species. Under independent
phase rotations bj,σ 7→ eiθσ bj,σ (θσ ∈ R), both H̃ and H
remain invariant. Hence, each species’ particle number
N̂σ :=

∑L
j=1 n̂j,σ is conserved:[

H̃, N̂σ

]
=

[
H, N̂σ

]
= 0. (9)

Consequently, the total particle number N̂ :=
∑L

j=1 n̂j is
conserved as well.

B. Parity and Species-Swap Unitaries

We define the parity unitary transformation that swaps
left and right on the lattice by:

P † bj,σ P = bL+1−j,σ. (10)

Under this transformation, the spectrum is preserved and
the Hamiltonian transforms as

P † H(p1, · · · , pM ) P = H(1 − p1, · · · , 1 − pM ), (11)

as shown in Fig. 3. Thus, H(p1, · · · , pM ) and
H(1 − p1, · · · , 1 − pM ) have the same spectrum.

For 1 ≤ σ1 < σ2 ≤ M , we define a unitary operator:

Uσ1,σ2 := exp

iπ2

L∑
j=1

(
−i b†

j,σ1
bj,σ2 + i b†

j,σ2
bj,σ1

).

(12)

This operator acts on the hard-core boson operators as

U†
σ1,σ2

bj,σ1 Uσ1,σ2 = bj,σ2 ,

U†
σ1,σ2

bj,σ2 Uσ1,σ2 = −bj,σ1 , (13)

and it swaps pσ1 and pσ2 in the Hamiltonian:

U†
σ1,σ2

H(· · · , pσ1 , · · · , pσ2 , · · · ) Uσ1,σ2

= H(· · · , pσ2 , · · · , pσ1 , · · · ). (14)

(11) and (13) imply that it suffices to study the spectrum
within the simplex{

(p1, · · · , pM ) ∈ (0, 1)×M | p1 ≤ · · · ≤ pM , p1 + pM ≤ 1
}

.

(15)
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In the following sections, when we treat the concrete ex-
amples, we focus on the M = 2 case and restrict our
analysis to the yellow region in Fig. 3.

FIG. 3. Parameter relations that give the same spectrum un-
der unitary transformations for M = 2. These relations imply
that studying the spectrum in the yellow isosceles triangle is
sufficient.

C. Particle Sequence Conservation and Hilbert
Space Fragmentation

The continuous time Markov dynamics generated by
H̃ forbids particle overtaking. Therefore, the sequence of
particles {σ}s = {σ1, · · · , σN } is preserved. To formalize
this, we introduce the sequence operator:

S :=
L∑

j=1
M n̂1+···+n̂j−1

M∑
σ=1

σ n̂j,σ. (16)

This operator commutes with both H and H̃:

[H, S] =
[
H̃, S

]
= 0. (17)

It has
∑L

k=0 Mk = ML+1−1
M−1 distinct eigenvalues. Each

configuration {σ}s maps to a unique base-M eigenvalue.
For example, for M = 2 and N = 0, 1, 2, the eigenvalues
are:

0 : |Ω⟩ ,

1 : b†
j,1 |Ω⟩ (1 ≤ j ≤ L),

2 : b†
j,2 |Ω⟩ (1 ≤ j ≤ L),

3 : b†
j1,1b†

j2,1 |Ω⟩ (1 ≤ j1 < j2 ≤ L),

4 : b†
j1,2b†

j2,1 |Ω⟩ (1 ≤ j1 < j2 ≤ L),

5 : b†
j1,1b†

j2,2 |Ω⟩ (1 ≤ j1 < j2 ≤ L),

6 : b†
j1,2b†

j2,2 |Ω⟩ (1 ≤ j1 < j2 ≤ L). (18)

Hence, H is block diagonal in S:

H =
⊕
{σ}s

H{σ}s =

ML+1−1
M−1 −1⊕

s=0
HS=s. (19)

Here, H{σ}s and HS=s are the blocks corresponding to
the particle sequence {σ}s and the eigenvalue s, respec-
tively. This fragmentation into exponentially many sec-
tors leads to Hilbert space fragmentation (HSF) and con-
sequently violates the eigenstate thermalization hypothe-
sis (ETH)[15, 16, 20]. This type of HSF due to forbidden
overtaking resembles that in the Hubbard model with
infinite on-site repulsion [12, 13] and the t-Jz model [14].

time development

FIG. 4. Example time evolution for {σ}s = {1, 2, 1, 2}. Par-
ticles can only move without changing the particle sequence
{1, 2, 1, 2}. The motion is highly constrained in the full 3L-
dimensional Hilbert space.

In Sec. IV, we use the Perron–Frobenius theorem to
show that each of the ML+1−1

M−1 sectors has a unique
ground state. We then show that these ground states
exhaust all ground states of H and are exactly given by
the form of matrix product state (MPS). Although sim-
ilar to the matrix product ansatz reviewed in [7], here
the bond dimension is exactly N + 1 for a system with
N particles and remains finite for finite N .

D. Enhanced Symmetry in the Isotropic Limit

When p1 = · · · = pM , H acquires an additional high
symmetry. It commutes with the local operators b†

j,σbj,τ

for any j and any σ ̸= τ . This reflects that, under
isotropic hopping, particle species become indistinguish-
able. Any eigenstate that contains particles of more than
one species can be converted into some eigenstates con-
taining only a single particle species without changing its
energy by applying b†

j,σbj,τ . Combined with the discus-
sion in Appendix. A, this implies the spectrum (up to
degeneracy) matches that of the standard ASEP.
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IV. EXACT GROUND STATES OF
“QUANTUM” HAMILTONIAN H

In this section, we consider the Hermitian Hamiltonian
(7) as a quantum system. This is because the similarity
transformation S establishes a one-to-one correspondence
between the eigenvalues and eigenvectors of H̃ and H so
that the steady state of H̃ is obtained by applying the
transformation S−1 to the ground states of H (see Sub-
Sec. II C). Moreover, H is frustration-free, which makes
its ground states readily analyzable via matrix product
state (MPS) methods known in one-dimensional quan-
tum systems. We determine the number of ground states
and derive their explicit forms. By the Perron–Frobenius
theorem, each sector labeled by the eigenvalue of the
particle sequence operator S has a unique ground state.
Moreover, each ground state admits the MPS representa-
tion with the bond dimension equal to the particle num-
ber plus one.

A. Perron–Frobenius Proof of Ground-State
Uniqueness in Each particle sequence Sector

Let HS=s be the restriction of H to the sector with
S = s (s = 0, 1, · · · , ML+1−1

M−1 − 1). This operator has
matrix elements labeled by (i1, · · · , iN ; j1, · · · , jN ):

HS=s
i1,··· ,iN ;j1,··· ,jN

= ⟨Ω| biN ,σN
· · · bi1,σ1 H b†

j1,σ1
· · · b†

jN ,σN
|Ω⟩ , (20)

with 1 ≤ i1 < · · · < iN ≤ L and 1 ≤ j1 < · · · < jN ≤ L.
To apply the Perron–Frobenius theorem, we require con-
nectivity of this matrix and nonpositive off-diagonal en-
tries. Connectivity holds because any configuration can
reach any other by moving particles to the left or right
boundary. Nonpositivity holds since each hopping term
in H has coefficient −

√
pσ(1 − pσ) < 0. Thus each HS=s

satisfies the Perron–Frobenius conditions. Each sector
has a unique ground state, giving ML+1−1

M−1 -fold degener-
acy.

B. Local Projector Form and Frustration-Free
Nature

We define the normalized two-site state

|Q−(σ)⟩ :=
√

1 − pσ |σ, 0⟩ − √
pσ |0, σ⟩

= √
pσ(qσ |σ, 0⟩ − |0, σ⟩). (21)

Then each two-site term of the Hamiltonian (7) can be
written as

hj,j+1 =
M∑

σ=1
|Q−(σ)⟩ ⟨Q−(σ)|j,j+1 . (22)

Hence H is a sum of projectors. The product
ground states |Ω⟩ and |σ1, · · · , σL⟩ confirm that H is
frustration-free.

We define

|Q+(σ)⟩ := √
pσ |σ, 0⟩ +

√
1 − pσ |0, σ⟩

= √
pσ(|σ, 0⟩ + qσ |0, σ⟩). (23)

Then, the eigensystem of hj,j+1 is:

E = 0 :
|0, 0⟩ ,

|Q+(σ)⟩ (σ = 1, · · · , M),
|σ1, σ2⟩ (σ1, σ2 = 1, · · · , M),

E = 1 :
|Q−(σ)⟩ (σ = 1, · · · , M), (24)

in total (M + 1)2 states. From this, zero-energy ground
states of the full system can be built as MPS.

C. Exact MPS Representation of ground states

Let N be the particle number. On each site, define
(N + 1)× (N + 1) matrices A. Before that, we define the
following:

λm :=
{

(qσm
· · · qσN

)2
, m = 1, · · · , N,

1, m = N + 1.
(25)

Then we set

A :=



√
λ1 |0⟩ |σ1⟩√

λ2 |0⟩ |σ2⟩
. . . . . .√

λN |0⟩ |σN ⟩√
λN+1 |0⟩

 .

(26)

We also define

∣∣Q̄+(σ)
〉

:= |σ, 0⟩ + qσ |0, σ⟩ . (27)

Then for two sites, we have:
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AjAj+1 =



λ1 |0, 0⟩
√

λ2
∣∣Q̄+(σ1)

〉
|σ1, σ2⟩

λ2 |0, 0⟩
√

λ3
∣∣Q̄+(σ2)

〉
|σ2, σ3⟩

. . . . . . . . .
λN−1 |0, 0⟩

√
λN

∣∣Q̄+(σN−1)
〉

|σN−1, σN ⟩
λN |0, 0⟩

√
λN+1

∣∣Q̄+(σN )
〉

λN+1 |0, 0⟩


. (28)

Since each entry is in the kernel of hj,j+1,

hj,j+1 AjAj+1 = = 0. (29)

We denote by em as the unit vector whose m-th com-
ponent is 1 and all other components are 0. Choosing
boundary vectors e⊤

1 and eN+1 for the open chain MPS,

∣∣Ψ′
g.s.

〉
=

=e⊤
1 A1 · · · ALeN+1

=
∑

1≤j1<···<jN ≤L

qj1−1
σ1

· · · qjN −N
σN

b†
j1,σ1

· · · b†
jN ,σN

|Ω⟩ .

(30)

Note that
∣∣Ψ′

g.s.
〉

is not normalized and these ground
states include the product states |Ω⟩ and |σ1, · · · , σL⟩.
There are

∑L
N=0 (number of choise of qσ) =∑L

N=0 MN = ML+1−1
M−1 such states, one in each particle

sequence sector.
These ground states can also be constructed alge-

braically. See Appendix B.

V. EXACT STEADY STATE OF THE
TRANSITION MATRIX H̃

In Sec. IV, we found the ground states
∣∣Ψ′

g.s.
〉

of the
Hermitian Hamiltonian H. We now obtain the steady
states of H̃. We apply S−1 to

∣∣Ψ′
g.s.

〉
and then normalize

the result. We derive formulas for steady particle expec-
tations and correlations. For M = 2, we compute the
particle density and correlation functions. We compare
these results with the standard ASEP.

A. Constructing the Steady State MPS

The unnormalized steady vector is

|P ′
s.s.⟩

:=S−1 ∣∣Ψ′
g.s.

〉
=S−1 ×

=
∑

1≤j1<···<jN ≤L

q2j1−1
σ1

· · · q2jN −N
σN

b†
j1,σ1

· · · b†
jN ,σN

|Ω⟩

=e⊤
1 B1 · · · BLeN+1

= . (31)

Here, B is defined by

B :=


λ1 |0⟩ |σ1⟩

λ2 |0⟩ |σ2⟩
. . . . . .

λN |0⟩ |σN ⟩
λN+1 |0⟩

 . (32)

For each fixed particle sequence {σ}s, these states are
linearly independent because the eigenvalue of S is differ-
ent. Each sector with N particles has MN independent
states. Hence the total number of unnormalized steady
states is the same as |P ′

s.s.⟩, ML+1−1
M−1 . We compute the

normalization constant in Sec. V B.

B. Normalization of the MPS Steady State

The normalization constant of the steady state |P ′
s.s.⟩

is

N :=
∑
{µ}

⟨{µ}|P ′
s.s.⟩ . (33)



7

The stochastic transfer matrix is defined as

B̃ := =
∑

µ

⟨µ| B

=


λ1 1

λ2 1
. . . . . .

λN 1
λN+1

 , (34)

where M :=
∑M

µ=0 ⟨µ|. Then

N =

= e⊤
1 B̃LeN+1

=
(
B̃n

)
1,N+1. (35)

By induction one shows for ∀n ∈ Z≥0,

(
B̃n

)
i,j

=


0, i > j,

j∑
l=i

λ n
l∏

i≤l′≤j
l′ ̸=l

(λl − λl′) , i ≤ j. (36)

Hence

N =
N+1∑
l=1

λ L
l∏

1≤l′≤N+1
l′ ̸=l

(λl − λl′) . (37)

If two eigenvalues coincide, one has to take the appro-
priate limit in this formula. The normalized steady state
is

|Ps.s.⟩

=e⊤
1 B1 · · · BLeN+1

N

=

=

∑
1≤j1<···<jN ≤L

q2j1−1
σ1

· · · q2jN −N
σN

b†
j1,σ1

· · · b†
jN ,σN

|Ω⟩∑N+1
l=1

λL
l∏

1≤l′≤N+1
l′ ̸=l

(λl−λl′ )

.

(38)

C. Particle Distribution and Correlation via
Transfer-Matrix Method

The stochastic expectation of an observable A is

⟨A⟩ =
∑
{µ}

⟨{µ}| A |Ps.s.⟩ . (39)

If A is an MPO (Matrix Product Operator), one can use
the transfer matrix method to compute ⟨A⟩.

1. Exact Expression for ⟨n̂j⟩

We define

Ñ := =
∑

µ

⟨µ| n̂B

=


0 1

0 1
. . . . . .

0 1
0

 . (40)

Then the density at site j is

⟨n̂j⟩ =
∑
{µ}

⟨{µ}| n̂j |Ps.s.⟩

=

=e⊤
1 B̃j−1ÑB̃L−jeN+1

N
. (41)

Since

Ñ =
N∑

m=1
eme⊤

m+1, (42)

we get

⟨n̂j⟩ =
N∑

m=1

e⊤
1 B̃j−1eme⊤

m+1B̃L−jeN+1

N

=
N∑

m=1

(
B̃j−1)

1,m

(
B̃L−j

)
m+1,N+1(

B̃L
)

1,N+1
. (43)
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Using (36), this becomes

⟨n̂j⟩ =
N∑

m=1

∑m
l=1

λ j−1
l∏

1≤l′≤m
l′ ̸=l

(λl−λl′ )


∑N+1

l=m+1
λ L−j

l∏
m+1≤l′≤N+1

l′ ̸=l

(λl−λl′ )


∑N+1

l=1
λ L

l∏
1≤l′≤N+1

l′ ̸=l

(λl−λl′ )

. (44)

2. Exact Expression for ⟨n̂in̂j⟩

The two-point correlation function ⟨n̂in̂j⟩ for i < j can be expressed using the MPS transfer matrix as

⟨n̂in̂j⟩ =
∑
{µ}

⟨{µ}| n̂in̂j |Ps.s.⟩

=

= e⊤
1 B̃ i−1 Ñ B̃ j−i−1 Ñ B̃ L−j eN+1

N

=
N∑

mi,mj=1

e⊤
1 B̃ i−1 emi

e⊤
mi+1 B̃ j−i−1 emj

e⊤
mj+1 B̃ L−j eN+1

N

=
N∑

mi,mj=1

(
B̃ i−1)

1,mi

(
B̃ j−i−1)

mi+1,mj

(
B̃ L−j

)
mj+1,N+1(

B̃ L
)

1,N+1

=
∑

1≤mi<mj≤N

 mi∑
l=1

λ i−1
l∏

1≤l′≤mi

l′ ̸=l

(λl − λl′)


 mj∑

l=mi+1

λ j−i−1
l∏

mi+1≤l′≤mj

l′ ̸=l

(λl − λl′)


 N+1∑

l=mj+1

λ L−j
l∏

mj+1≤l′≤N+1
l′ ̸=l

(λl − λl′)


N+1∑
l=1

λ L
l∏

1≤l′≤N+1
l′ ̸=l

(λl − λl′)

.

(45)

Here we used (36) to derive the final line.

D. Many-Body Particle Distribution and
Correlations in the Two Species Case

In this subsection, we consider the case of two par-
ticle species (M = 2). We use the (41) and (45)
derived in SubSec. V C. We calculate the steady par-

ticle number expectation ⟨n̂j⟩, the variance
〈
n̂2

j

〉
−

⟨n̂j⟩2 = ⟨n̂j⟩ (1 − ⟨n̂j⟩)
(
n̂2

j = n̂j

)
, the correlation func-

tion ⟨n̂in̂j⟩, and the covariance ⟨n̂in̂j⟩ − ⟨n̂i⟩ ⟨n̂j⟩ . We
discuss how this behavior differs from that of the stan-
dard ASEP.
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1. ⟨n̂j⟩ and its variance in the two species case

Fig. 5 shows the particle number expectation and vari-
ance for a steady state |Ps.s.⟩ under the settings given in
the caption. Note that since 0 ≤ ⟨n̂j⟩ ≤ 1, the variance
ranges from 0 to 1

4 .

Fig. 5 (a) shows the case where both species hop pref-
erentially to the right. Here, the particle number distri-
bution forms a right-biased domain wall, just as in the
standard ASEP. The variance is very small except at the
domain-wall interface, indicating that the steady state
has little nonlocal correlation. This can also be inferred
from the MPS expansion in Eq. (38): since both q1 and
q2 exceed 1, configurations biased to the right have ex-
ponentially larger weights, making the state close to a
product state. Such behavior also appears in the OBC
ASEP or the kink boundary condition XXZ model [21],
so it does not differ significantly from the standard ASEP.

Fig. 5 (b) shows the case where species σ = 1 hops
preferentially to the right and species σ = 2 hops prefer-
entially to the left. In this case, the particle number dis-
tribution exhibits a more complex landscape, markedly
different from the standard ASEP. In particular, wide re-
gions do not saturate at ⟨n̂j⟩ = 0 or 1, leading to nonzero
variance. This indicates that the steady state is far from
a product state and has nonlocal correlations. Indeed,
large regions have variance close to the maximum 1

4 . This
too follows from (38), where q1(> 1) and q2(< 1) par-
tially cancel among the coefficients of |Ps.s.⟩ obtained by
expanding in the real-space basis, giving similar weights
to many configurations and moving the steady state away
from a product form.

0 10 20 30 40 50 60
0.0

0.2

0.4

0.6

0.8

1.0

(

(a)

0 10 20 30 40 50 60
0.0

0.2

0.4

0.6

0.8

1.0 (b)

FIG. 5. Particle number expectation ⟨n̂j⟩ (blue) and
variance ⟨n̂j⟩ (1 − ⟨n̂j⟩) (orange) for the two-species case
(M = 2), with system size L = 64 and total parti-
cle number N = 32. The particle sequence is fixed as
{1,1,1,1,2,2,2,1,2,2,2,1,2,2,1,1,1,2,1,2,1,2,2,1,2,2,2,1,2,2,2,1}.
(a): Both species hop preferentially to the right
(q1 = 1.5 > 1, q2 = 1.25 > 1), producing a simple domain-
wall structure typical of standard ASEP. (b): Species 1
hops rightward (q1 = 1.5 > 1) and species 2 hops leftward
(q2 = 0.75 < 1), creating a more complex and strongly
correlated density profile absent in standard ASEP.

2. ⟨n̂in̂j⟩ and its cumulant in the two species case

Fig. 6 and Fig. 7 display color plots of the correla-
tion function ⟨n̂in̂j⟩ and its cumulant ⟨n̂in̂j⟩ − ⟨n̂i⟩ ⟨n̂j⟩,
respectively. The parameters and configuration are the
same as in SubsubSec. V D 1 and Fig. 5.

In (a) of both figures, both species hop preferentially
to the right. Fig. 6 shows a clear domain wall structure.
In Fig. 7, the cumulant is nearly zero except near the
center. This again indicates that the steady state has
little nonlocal correlation and resembles a product state.

In (b), species σ = 1 hops rightward and σ = 2 left-
ward. Both figures show a complex landscape very dif-
ferent from (a). Notably, Fig. 7(b) shows nonzero cumu-
lant even for distant sites i, j, indicating correlations over
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distances of particle sequence L. This confirms that the
steady state has strong nonlocal correlations and is far
from a product state.

(a)

(b)

0.

0.2

0.4

0.6

0.8

1.0

0.2

0.4

0.6

0.8

FIG. 6. Color plot of the particle number cor-
relation function ⟨n̂in̂j⟩ with axes i and j for
M = 2, L = 64, N = 32, and the configuration
{1,1,1,1,2,2,2,1,2,2,2,1,2,2,1,1,1,2,1,2,1,2,2,1,2,2,2,1,2,2,2,1}.
(a): (q1, q2) = (1.5, 1.25) case. Particles accumulate at the
edges, forming a domain wall as in Fig. 5 and the ASEP
steady state. (b): (q1, q2) = (1.5, 0.75) case. No clear domain
wall appears, showing a behavior distinct from the standard
ASEP’s steady state.

(a)

(b)

- 0.05

0.

0.05

0.10

0.15

0.20

- 0.1

0.

0.1

0.2

FIG. 7. Color plot of the cumulant of particle num-
ber correlation ⟨n̂in̂j⟩ − ⟨n̂i⟩ ⟨n̂j⟩ with axes i and j
for M = 2, L = 64, N = 32, and the configuration
{1,1,1,1,2,2,2,1,2,2,2,1,2,2,1,1,1,2,1,2,1,2,2,1,2,2,2,1,2,2,2,1}.
(a): (q1, q2) = (1.5, 1.25) case. Non-zero values appear
only near the center, indicating that the domain wall
in Fig. 6 mainly arises from product densities. (b):
(q1, q2) = (1.5, 0.75) case. The plot shows a complex
landscape with long-range nonzero values, demonstrating
nonlocal correlations in the steady state.

VI. GAP STRUCTURE AND RELAXATION
TIMES FOR TWO-SPECIES SYSTEM

In this section, we clarify how Hilbert space fragmen-
tation explicitly leads to strong initial-state dependence
of relaxation dynamics. Specifically, we study the spec-
tral gap of H in the case of M = 2, as a proxy for the
relaxation time τ of the continuous-time Markov process
generated by H̃. In each particle sequence sector {σ}s of
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the finite OBC system, we define the gap as

∆({σ}s) := E1({σ}s) − E0({σ}s), (46)

where E0({σ}s) = 0 is the ground-state energy and
E1({σ}s) is the first excited-state energy. This definition
includes possible edge modes that would vanish under pe-
riodic boundary conditions. Following Ref. [22], we note
that in the many-body Markov processes the inverse re-
laxation time τ({σ}s)−1 need not equal ∆({σ}s) because
superposition coefficients of steady state in real space ba-
sis can depend on system size. Here we use ∆({σ}s) only
as a rough estimate of τ({σ}s)−1. However, this rough
estimate suggests that the relaxation dynamics are highly
initial-state dependent due to Hilbert space fragmenta-
tion that severely restricts the dynamics in an initial-
state-dependent manner. Indeed, even for the same pa-
rameters (p1, p2), different initial states can lead either to
rapid relaxation or the emergence of a metastable state.

A. Smallest Gap Sector

By exact diagonalization, we find that the smallest gap
across all sectors occurs in the one-hole sector N = L−1
with particle sequence1, · · · , 1︸ ︷︷ ︸

N1

, 2, · · · , 2︸ ︷︷ ︸
N2

 , N1 + N2 = L − 1, (47)

where N1 and N2 are chosen to minimize the gap. We
denote this minimal gap by ∆min. The restriction of H to
this sector is an L×L matrix given in Appendix E. Fig. 8
shows how ∆min scales with L for parameters (p1, p2) (see
Appendix D for numerical data).

In the region p1 < 1
2 , p2 < 1

2 or p1 > 1
2 , p2 > 1

2 (red in
Fig. 8), ∆min at L = 1024 exceeds the threshold function
G(L) defined in Ref. [23]:

G(L) := 1 + a2
LbL

L − 1 + L3/2aL
,

aL := −L − 1
L3/2 +

√(
L − 1
L3/2

)2
+ 1

bL
,

bL := 6L3

(L − 1)(L − 2)(L − 3) . (48)

OBC Knabe’s method provides a lower bound on the
spectral gap of a frustration-free infinite chain by com-
paring the finite-size gap to a threshold function G(L).
Concretely, the infinite-chain gap is bounded (up to a
positive constant factor) by ∆min(L) − G(L). Hence, if
exact diagonalization shows that ∆min(L) − G(L) > 0
at a finite L, one can conclude that the system re-
tains an O(1) gap in the thermodynamic limit. Since
G(L = 1024) = 0.000138884 and ∆min in all sample
points satisfy ∆min > G(1024), Knabe’s method for
OBC proves a finite gap in this region (see Appendix C).

This agrees with the gapped Ising-like ferro XXZ line on
p1 = p2 (green) contained in the red region.

On the lines p1 = 1
2 or p2 = 1

2 (cyan), ∆min closes as
a power law, ∆min ∼ L−z with z ≥ 2 (see Appendix D).
This matches the bound z ≥ 2 for frustration-free gapless
models [24, 25] and the Nambu–Goldstone magnon at
p1 = p2 = 1

2 (Heisenberg limit).
In the region p1 < 1

2 < p2 or p2 < 1
2 < p1 (purple),

∆min closes exponentially with L (see Appendix D) like
Motzkin chain [26], Fredkin chain [27, 28] and others.
This implies at least two degenerate steady states exist
in the thermodynamic limit. This does not contradict the
uniqueness of the ground state guaranteed by the Perron-
Frobenius theorem, since that theorem applies only to
finite-size matrices. For large but finite L, it indicates
exponentially long relaxation times and metastable be-
havior. This phenomenon is absent in the ordinary OBC
ASEP and is a unique feature of the no-passing ASEP in
this parameter region.

Ising-like
ferro XXZ line
(gapped)

gapped exponentially
small gap

power-law
small gap

ferro
Heisenberg
point
(gapless)

FIG. 8. Scaling of the minimal gap ∆min with system size L
in the sector with the minimal gap. In the red region (p1 < 1

2 ,
p2 < 1

2 or p1 > 1
2 , p2 > 1

2 ), Knabe’s method [23] proves a
finite gap. This region contains the Ising-like ferro XXZ line
p1 = p2 (green). On the cyan lines (p1 = 1

2 or p2 = 1
2 ),

the gap closes as a power law with L. In the purple region
(p1 < 1

2 < p2 or p2 < 1
2 < p1), the gap closes exponentially

with L. The central point p1 = p2 = 1
2 is the gapless ferro

Heisenberg limit.

B. Single-Species XXZ Sector Gaps

Sectors with only one species σ reduce to the Ising-like
ferro XXZ model (see Appendix. A). These sectors fur-
ther decompose by total particle number N̂ . Accord-
ing to Ref. [21], under kink-boundary conditions, each
sub-sector’s gap is bounded below by the single-particle
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gap

∆({σ}) = 1 − 2
√

pσ(1 − pσ) cos
(

π
L

)
L→∞−−−−→ 1 − 2

√
pσ(1 − pσ). (49)

Thus for pσ ̸= 1
2 , all single-species sectors are gapped

(red in Fig. 9). This is consistent with the result of Sub-
Sec. VI A. At pσ = 1

2 (cyan), the Heisenberg limit is
gapless. Fig. 9 illustrates this behavior for σ = 1 and
σ = 2.

gapped gapped

ferro
Heisenberg
line
(gapless)(a)

gapped

gapped

ferro
Heisenberg
line
(gapless)

(b)

FIG. 9. Gaps in single-species sectors from (A1) or (A2). (a):
Only species σ = 1. The gap is finite for p1 ̸= 1

2 and closes
only at p1 = 1

2 . (b): Only species σ = 2. The gap is finite for
p2 ̸= 1

2 and closes only at p2 = 1
2 .

C. Global Gap Structure and Initial-State
Dependence

Combining the results of Subsecs. VI A and VI B, we
outline the gap structure in all sectors and discuss the
strong initial-state dependence of the relaxation dynam-
ics.

For instance, sectors with exponential gap closing can
trap the system in metastable states for exponentially
long times, significantly deviating from typical ASEP’s
behavior. Conversely, in sectors with a finite gap, relax-
ation occurs rapidly.

In the red region of Fig. 8, the lowest gap ∆min re-
mains O(1) as L → ∞, and all sectors are gapped. In
the purple region, ∆min vanishes exponentially, so it does
not bound other sectors. Although single-species XXZ
sectors remain gapped there, some other sectors may be
gapless. As a result of this, in the purple parameter re-
gion of Fig. 8, where the two species tend to hop in op-
posite directions, the relaxation behavior depends on the
initial state, leading either to a finite relaxation time or
to metastable dynamics. However, in the red parame-
ter region of Fig. 8, where the two particle species tend
to hop in the same direction, all particle sequence sec-
tors exhibit a finite relaxation time and relax with little
dependence on the initial state.

Since the purple parameter region of Fig. 8 also
shows strong long-range correlations in the steady state
(see SubSec. V D), determining gaps in each sector is
an important open problem. In this frustration-free
one-dimensional system, spontaneous breaking of U(1)
symmetry and emergent Nambu–Goldstone modes may
also cause gapless behavior [29]. Variational bounds
with min-max principle, nonrelativistic field-theory ap-
proaches [24, 25], and the study of bulk gaps that exclude
edge modes are promising directions for future work.

VII. CONCLUSION

In this work, we introduced a multi-species no-passing
ASEP on a one-dimensional open chain, to investigate
how congestion phenomena that are rarely seen under
periodic boundary conditions develop under the complex
competition of hopping parameters. Our exact analyt-
ical and numerical analysis demonstrated how Hilbert
space fragmentation directly leads to novel initial-state
dependent dynamics and metastability absent in stan-
dard ASEP, as discussed in detail in Sec. VI and il-
lustrated through particle distributions and correlation
functions in Sec. V D.

Focusing on the two-species case, we discovered that
when both species hop preferentially in the same direc-
tion the system exhibits a familiar domain-wall steady
profile with only weak correlations. This behavior is
much like the standard ASEP.

In contrast, in the regions in which the particles’ pre-
ferred hopping directions alternate the steady state de-
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velops a richly structured density landscape with strong
long-range correlations (Sec. V D, Figs. 5, 6, 7), and
our spectral-gap analysis (Sec. VI, Fig. 8) revealed that
some particle sequence sectors remain gapped–hence re-
lax in O(1) time-while others become exponentially gap-
less. This novel sector–dependent gap structure explic-
itly gives rise to metastable relaxation dynamics absent
in the usual exclusion processes.

Looking ahead, it will be important to establish rigor-
ously the existence of a bulk gap in the thermodynamic
limit by nonrelativistic field-theoretic methods and to
quantify the degeneracy of steady states in each sector as
L → ∞. Inspired by the aquarium display of Razorfish
that motivated our no-overtaking rule, one may general-
ize this framework to include some active-matter ingre-
dients, thereby probing how fragmentation shapes col-
lective migration. Kardar–Parisi–Zhang universality re-
mains to be investigated like usual ASEP. Finally, treat-
ing the Hermitianized Hamiltonian H as a quantum chain
opens the door to exploring the breakdown of eigenstate
thermalization induced by Hilbert space fragmentation.
We anticipate that these extensions will further illumi-
nate the interplay between kinetic constraints, fragmen-
tation, and nonequilibrium criticality in exclusion pro-
cesses and beyond.
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Appendix A: Sector Reducing to the Standard
ASEP

Consider the sector containing particles of only a single
species τ . In this case, no interactions occur between
different species, so the system reduces to the standard
ASEP. After the similarity transformation, the Hermitian
Hamiltonian (7) also reduces to the ferromagnetic XXZ
model of the standard ASEP. Since bj,σ = 0 (σ ̸= τ) and
n̂j = n̂j,τ in this sector, (5) and (7) for H̃ and H reduce

to:

H̃τ =
L−1∑
j=1

h̃τ
j,j+1,

h̃τ
j,j+1 =

−
[
pτ b†

j,τ bj+1,τ + (1 − pτ )b†
j+1,τ bj,τ

]
+pτ (1 − n̂j,τ )n̂j+1,τ + (1 − pτ )n̂j,τ (1 − n̂j+1,τ ),

Hτ := S H̃τ S−1 =
L−1∑
j=1

hτ
j,j+1,

hτ
j,j+1 =

−
√

pτ (1 − pτ )
(

b†
j,τ bj+1,τ + b†

j+1,τ bj,τ

)
+pτ (1 − n̂j,τ )n̂j+1,τ + (1 − pτ )n̂j,τ (1 − n̂j+1,τ ). (A1)

Here, H̃τ is the transition matrix of the standard ASEP.
Its Hermitianized version is Hτ . By identifying bj,τ = σ−

j

and b†
j,τ = σ+

j , with σ±
j := 1

2
(
σx

j ± iσy
j

)
(σx, σy and σz

are standard Pauli matrices with eigenvalues ±1), we
obtain a ferromagnetic XXZ model with kink-boundary
condition [21]:

h̃τ
j,j+1 =

−
√

pτ (1 − pτ )
2

(
σx

j σx
j+1 + σy

j σy
j+1

)
+ 1

4
(
1 − σz

j σz
j+1

)
−

pτ − 1
2

2
(
σz

j − σz
j+1

)
. (A2)

This XXZ model is of Ising-like because 0 <√
pτ (1 − pτ ) ≤ 1

2 . At pτ = 1
2 , the symmetric simple

exclusion process case, it becomes the isotropic ferromag-
netic Heisenberg model. This mapping to the XXZ model
is important for dynamics and Hilbert space fragmenta-
tion [20], since the XXZ model is Bethe integrable and
thus defines an integrable sector.

Appendix B: Algebraic Construction of ground
states

In Sec. IV C, we constructed the MPS form of the
ground states |Ψg.s.⟩ by heuristic arguments. Here we
give an algebraic construction starting from the trivial
vacuum |Ω⟩ with H |Ω⟩ = 0, using raising operators akin
to a quantum group (cf. Appendix G of Ref. [30]).

We define M raising operators B†
σ (σ = 1, . . . , M) by

Ref. [30]:

B†
σ :=

L∑
j=1

qj
σ b†

j,σ, (B1)

= (1, 0)
(

qσ b†
1,σ

0 1

)
· · ·

(
qσ b†

L,σ

0 1

) (
0
1

)
. (B2)

https://uu-nippon.com/hokkaido/corporate/aoao-sapporo.shtml
https://uu-nippon.com/hokkaido/corporate/aoao-sapporo.shtml


14

One verifies

HB†
σ |Ω⟩ =

[
H, B†

σ

]
|Ω⟩ = 0, (B3)[[

H, B†
σ1

]
, B†

σ2

]
= 0. (B4)

Because H is positive semidefinite and frustration-free,
all ground states have energy zero. Let |Ψg.s.⟩ be any
ground state so that H |Ψg.s.⟩ = 0. Then from (B4) we
get

H B†
σ1

B†
σ2

|Ψg.s.⟩ = B†
σ1

H B†
σ2

|Ψg.s.⟩ + B†
σ2

H B†
σ1

|Ψg.s.⟩ .

(B5)

Taking |Ψg.s.⟩ = |Ω⟩ in (B5) and using (B3) gives

H B†
σ1

B†
σ2

|Ω⟩ = 0 (∀ σ1, σ2). (B6)

By iterating this argument, one shows

H B†
σ1

· · · B†
σN

|Ω⟩ = 0 (∀ σ1, . . . , σN ). (B7)

Hence any nonzero

B†
σ1

· · · B†
σN

|Ω⟩ (B8)

is a ground state. We introduce the notation

|(r1, . . . , rM )⟩ :=
(

B†
1

)r1
· · ·

(
B†

M

)rM

|Ω⟩ , (B9)

with N = r1 + · · · + rM ≤ L, which is nonzero ground
state of H by the hard-core condition b†

j,σ1
b†

j,σ2
= 0.

To project onto a fixed particle sequence sector {σ}s
(an eigen sector of S), we use the MPO projection oper-
ators

P̂ ({σ}s)

=
∑

1≤j1<···<jN ≤L

∣∣∣∣0, · · · , 0, σ1
j1

, 0, · · · , 0, σN
jN

, 0, · · · , 0
〉 〈

0, · · · , 0, σ1
j1

, 0, · · · , 0, σN
jN

, 0, · · · , 0
∣∣∣∣

= e⊤
1


|0⟩ ⟨0| |σ1⟩ ⟨σ1|

|0⟩ ⟨0| |σ2⟩ ⟨σ2|
. . . . . .

|0⟩ ⟨0| |σN ⟩ ⟨σN |
|0⟩ ⟨0|


1

· · ·


|0⟩ ⟨0| |σ1⟩ ⟨σ1|

|0⟩ ⟨0| |σ2⟩ ⟨σ2|
. . . . . .

|0⟩ ⟨0| |σN ⟩ ⟨σN |
|0⟩ ⟨0|


L

eN+1

= e⊤
1


1 − n̂1 n̂1,σ1

1 − n̂1 n̂1,σ2

. . . . . .
1 − n̂1 n̂1,σN

1 − n̂1

 · · ·


1 − n̂L n̂L,σ1

1 − n̂L n̂L,σ2

. . . . . .
1 − n̂L n̂L,σN

1 − n̂L

 eN+1. (B10)

Applying projection P̂ ({σ}s) to |(r1, . . . , rM )⟩ yields si-
multaneous eigenstates of H and S.

Counting shows that for fixed N , there are∑
r1+···+rM =N

N !
r1! · · · rM ! = MN (B11)

ground states, and summing N = 0, . . . , L gives∑L
N=0 MN = ML+1−1

M−1 , matching Sec. IV A.
Finally, by contracting zero singular-value bonds in the

MPO form (B2) after projection, one recovers the MPS
representation (30).

Appendix C: Numerical Evidence for the Gap
Existence

We apply OBC Knabe’s method [23] for no-passing
ASEP. In this method, each two-site term hj,j+1 in the

Hamiltonian H of (7) is a projector with eigenvalues 0
and 1. OBC Knabe’s method states that if the gap at
normalized system size L exceeds the threshold function
G(L) in (48), then the model is rigorously gapped in the
thermodynamic limit.

In Sec. VI A, we argued that the region with either
p1 < 1

2 and p2 < 1
2 , or p1 > 1

2 and p2 > 1
2 (the

red regions in Fig. 8), is gapped. By the parameter
space symmetry of Sec. III B, it suffices to check the
lower half of the yellow simplex in Fig. 3. We com-
puted the minimal gap ∆min by exact diagonalization
at L = 1024 for points on the boundary p2 = 0.49 with
p1 = 0.01, 0.02, · · · , 0.49. Fig. 10 compares these gaps
to the threshold G(L = 1024) = 0.000138884. All com-
puted gaps lie strictly above the threshold, confirming
that these boundary points are gapped.

We also checked interior points of the red region by
varying (p1, p2) from (0.01, 0.01) in steps of 0.01 at
L = 1024. In every case, the computed ∆min exceeded
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G(1024), providing further numerical support that the
entire red region is rigorously gapped.

0.0 0.1 0.2 0.3 0.4 0.5
0.00000

0.00005

0.00010

0.00015

0.00020

0.00025

FIG. 10. Numerical verification of the gap using OBC Kn-
abe’s method [23]. Blue points show the minimal gap ∆min at
L = 1024 for p2 = 0.49 and p1 = 0.01, 0.02, · · · , 0.49. The or-
ange dashed line marks the threshold G(1024) = 0.000138884.
All gaps exceed the threshold, confirming these points are
gapped.

Appendix D: Gap Closing Data for the Smallest
Gap Sector

In Sec. VI A, we claimed that for p1 = 1
2 or p2 = 1

2 (the
cyan lines in Fig. 8), the gap ∆min closes algebraically
with system size L. In contrast, for p1 < 1

2 < p2 or
p2 < 1

2 < p1 (the purple regions in Fig. 8), ∆min closes
exponentially with system size L. Here we present nu-
merical evidence supporting these behaviors.

Fig. 11 (a)–(c) show log–log plots of ∆min versus L for
(p1, p2) = (0.01, 0.5), (0.25, 0.5), and (0.49, 0.5), respec-
tively. In all three cases, the data follow a power law and
fits give dynamical critical exponents z = 2.015, 2.044,
and 2.320. These z ≥ 2 results are consistent with the
result of Refs. [24, 25]. We also checked additional points
with p2 = 1

2 and p1 = 0.01, 0.02, · · · , 0.49, and observed
the same algebraic scaling.

Fig. 11 (d) is a semi–log plot of ∆min versus L at
(p1, p2) = (0.25, 0.75). The linear trend confirms expo-
nential gap closing. By using the symmetry of Sec. III B
and sampling all points in the purple region in 0.01 in-
crements as in Appendix C, we verified exponential gap
closing throughout that purple region.
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FIG. 11. Minimal gap ∆min versus system size L. (a)–(c):
Log–log plots at (p1, p2) = (0.01, 0.5), (0.25, 0.5), and
(0.49, 0.5), showing algebraic gap closing with dynamical criti-
cal exponents z = 2.015, 2.044, and 2.320. (d): Semi–log plot
at (p1, p2) = (0.25, 0.75), showing exponential gap closing.
(e): Positions of these points in the parameter space from
Fig. 8.

Appendix E: Matrix Representation of the
Hamiltonian in the Smallest Gap Sector

We give here the matrix form of the Hamiltonian in
the smallest gap sector used for numerical calculations in
SubSec. VI A and Appendices C and D. In this sector,
the basis is labeled solely by the position j of the hole
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state |0⟩. On that basis, the Hamiltonian matrix is

p1 −t1

−t1 1
. . .

. . . . . . . . .
. . . 1 −t1

−t1 1 − p1 + p2 −t2

−t2 1
. . .

. . . . . . . . .
. . . 1 −t2

−t2 1 − p2



,

(E1)

where

t1 :=
√

p1(1 − p1), t2 :=
√

p2(1 − p2). (E2)
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