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Abstract—We generalize the quantum CUSUM (QUSUM)
algorithm for quickest change-point detection, analyzed in
finite dimensions by Fanizza, Hirche, and Calsamiglia (Phys.
Rev. Lett. 131, 020602, 2023), to infinite-dimensional quantum
systems. Our analysis relies on a novel generalization of
Hayashi’s theorem (Hayashi, J. Phys. A: Math. Gen. 34, 3413,
2001) concerning the asymptotics of quantum relative entropy,
which we establish for the infinite-dimensional setting. This
enables us to prove that the QUSUM strategy retains its asymp-
totic optimality, characterized by the relationship between the
expected detection delay and the average false alarm time for
any pair of states with finite relative entropy. Consequently, our
findings apply broadly, including continuous-variable systems
(e.g., Gaussian states), facilitating the development of optimal
change-point detection schemes in quantum optics and other
physical platforms, and rendering experimental verification
feasible.

Index Terms—quantum change-point detection, CUSUM al-
gorithm, QUSUM, continuous variable states, infinite dimen-
sions,

I. INTRODUCTION

The detection of abrupt changes within sequences of
observations, known as change-point detection, represents
a cornerstone problem in statistical analysis [1]–[4]. Its
significance spans numerous fields, including industrial qual-
ity control, onset detection in seismic signal processing,
medical diagnostics, and environmental monitoring [5]. The
fundamental goal is to identify, with maximal speed and
accuracy, the precise moment when the underlying statistical
characteristics of observed data shift [6]–[8].

As quantum technologies mature, the analogous problem
within the quantum domain – detecting a change in the
state or dynamics of a sequence of quantum systems – has
emerged as a vital area of research [9]–[17], including an
experimental realization in [18]. Potential applications are
foreseen in quantum sensing, monitoring quantum commu-
nication channels [17], characterizing quantum processes,
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and diagnosing faults in quantum computing hardware [15].
Quantum systems, operating under the laws of quantum
mechanics, present unique opportunities and challenges
compared to classical systems. Notably, the possibility of
employing collective measurements across multiple quantum
systems offers the potential for detection strategies that
outperform classical methods relying solely on individual
observations [10], [12].

A critical variant of this problem focuses on quickest
change point detection [8], [12], [17]. The objective here
is not merely retrospective identification but sequential,
online detection of the change with minimal delay after its
occurrence, while rigorously controlling the rate of false
alarms. This necessitates navigating the inherent trade-off
between detection speed and reliability, a central theme in
sequential analysis [4], [12], [14], [17].

In classical sequential analysis, the cumulative sum
(CUSUM) algorithm is a widely recognized and optimal
procedure for quickest change point detection [5]. It oper-
ates by accumulating log-likelihood ratios and resetting the
sum under certain conditions, provably minimizing detection
delay for a fixed false alarm rate under standard criteria [6],
[8].

Recently, Fanizza, Hirche, and Calsamiglia introduced
the breakthrough idea of Quantum CUSUM (QUSUM)
algorithm, which extends this paradigm to the quantum
setting [12]. Their work established fundamental perfor-
mance limits for quantum quickest change point detection
in the asymptotic regime of long mean times between
false alarms. They derived a lower bound on the achiev-
able average detection delay and proposed measurement
strategies that asymptotically meet this bound. A central
finding was that the optimal trade-off is governed by the
quantum relative entropy, D(σ∥ρ), between the pre-change
state ρ and the post-change state σ, mirroring the role of
the classical Kullback-Leibler divergence in the original
CUSUM algorithm of Page [6]. In particular, as the allowed
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false-alarm rate vanishes (or the mean time to false alarm
grows), the minimum achievable expected detection delay
approaches the inverse of D(σ∥ρ). Moreover, they proved
that no quantum procedure can asymptotically outperform
this bound, thereby establishing the optimality of QUSUM
in the finite-dimensional regime.

The aforementioned results in [12] rely on the assumption
of finite Hilbert-space dimension. Even though systems
with finite Hilbert spaces are highly relevant in quantum
technology and interesting from the theory standpoint, in
this work we go even further: we deliver results pertaining
to continuous variables (CV) systems, i.e., systems whose
quantum states are defined in infinite-dimensional spaces.
Many physically relevant quantum systems require descrip-
tion within infinite-dimensional Hilbert spaces [19], [20].
Continuous Variable (CV) quantum systems, where observ-
ables like position, momentum, or electromagnetic field
quadratures have continuous spectra, are prime examples.
CV systems are crucial platforms for quantum information
science, underpinning protocols in quantum computation,
communication, and metrology [21], [22]. Quantum optics,
modeling light modes as quantum harmonic oscillators, is a
canonical instance of CV systems [23]. Within CV systems,
Gaussian states (e.g., coherent, squeezed, thermal states) are
particularly important due to their experimental accessibil-
ity and mathematical tractability [24]–[27]. However, the
reliance on finite-dimensional results means the QUSUM
optimality analysis established in [12] does not directly
apply to these systems, nor to any non-Gaussian states or
other quantum systems demanding an infinite-dimensional
description. This constitutes a major gap in the theory of
quantum change point detection.

This paper aims to bridge this gap. Our main results
establish the achievability and optimality of the performance
bound dictated by the quantum relative entropy D(σ∥ρ),
generalizing the findings of Fanizza et al. [12] to infinite
dimensional states. In the process of proving achievability,
we generalized a result of Hayashi which, just like the
original result in [28], has potential applications outside of
change-point detection. The structure of this paper is as
follows. Section II introduces the change-point detection
problem in our setting. In Section III we state the main
results in this article and briefly mention the important ideas
behind our proofs. Section IV briefly describes the CUSUM
algorithm. Section V presents the proof of the achievability
result (Theorem 1). Section VI presents the proof of the
optimality result (Theorem 2). Section VII concludes with
a summary of our findings and discusses implications and
future research directions. Finally, in the Appendix, we prove
our generalization of the result in [28] after developing the
necessary mathematical formalism.

II. CHANGE-POINT DETECTION PROBLEM

We follow the approach introduced in [12], adapting it
to the context of infinite-dimensional states, that is, density
operators in a separable Hilbert space. Consider a sequence
of infinite-dimensional quantum states, denoted by {ρn} for
n ∈ N, the set of natural numbers. This sequence models
a potential change point that occurs in an unknown step
ν + 1. Specifically, for steps n ≤ ν, the state is ρn = ρ,
and for steps n > ν, the state switches to ρn = σ. For
notational convenience, we allow ν to take the value ∞,
which means there is no change, that is, ρn = ρ for all
n. A sequential detection algorithm interacts with sequence
{ρn} as follows: at each step n, the algorithm acquires the
state ρn. This newly acquired state is then subjected to
a joint measurement that potentially incorporates quantum
information retained from states received in previous steps
(1, . . . , n−1). The outcome of this measurement determines
whether the algorithm halts at step n, signaling that a change
is believed to have occurred, or continues to the next step
n+ 1.

For a given change-point detection strategy, let T denote
the random variable corresponding to the step number n at
which the algorithm halts (the alarm time). The results of
the measurement performed after receiving ρk are described
by discrete random variables Xk. We use the notation
Xn = (X1, . . . , Xn) for the vector of outcomes up to step
n, and xn = (x1, . . . , xn) for a specific realization of these
outcomes. The decision to stop or continue at step n depends
on the history xn.

To analyze the performance, we define the probability
measures and expectations based on the underlying state
sequence. When the change point occurs at a specific step
ν+1 ∈ N∪∞, let Pν represent the probability of an event,
for example, the event [Xν = xν], for a specific sequence
xν . These probabilities are generated by the sequence of
quantum measurements performed by the algorithm. For the
same change-point ν, let Eν denote the expected values
given the measurement strategy, i.e., the Eν is the expec-
tation with respect to Pν .

A key performance metric is the mean time to a false
alarm, defined as the expected stopping time when no change
has occurred:

T̄FA := E∞[T ]. (1)

Effective detection strategies should ensure that T̄FA is large
enough (for example, by exceeding a predefined threshold)
to minimize premature stops (T ≤ ν).

In addition to false alarms, we need to quantify the
algorithm’s response after the change has occurred. The
delay is the time elapsed between the change point and the
alarm (T − ν, relevant when T > ν). A standard measure



for this, accounting for the most challenging scenarios, is the
worst-worst case mean delay, defined in [12], following [4]:

τ̄⋆ := sup
ν≥0

sup
{xν |P∞[Xν=xν ]>0}

Eν [T − ν|T > ν,Xν = xν ].

(2)

This metric captures the maximum expected delay, opti-
mized over all possible change points ν+1 and all possible
pre-change measurement histories xν (that have a non-zero
probability of occurring under the no-change hypothesis),
conditioned on detection occurring only after the change
(T > ν). It should be noted that we assume, for simplicity,
the measurements with discrete outcomes in this paper.

III. RESULTS

We begin this section by stating the achievability result.

Theorem 1 (Achievability). Let ρ and σ be two distinct
density operators acting on an infinite-dimensional Hilbert
space H, representing the quantum states before and after
a change point, respectively. If the quantum relative entropy
D(σ∥ρ) < ∞, then for any ϵ > 0, in the limit of large
mean time between false alarms, T̄FA, the optimal expected
detection delay τ̄⋆ achievable by a QUSUM algorithm is
asymptotically bounded by:

τ̄⋆ ≤ log T̄FA

D(σ∥ρ)(1− ϵ)
+O(1) as T̄FA →∞. (3)

The formal proof of this theorem is given in Section V.
The proof of Theorem 1 shows that a QUSUM strategy that
employs joint measurements on blocks of incoming states
can asymptotically achieve the optimal delay-false alarm
trade-off characterized by D(σ∥ρ) in (3).

Except for a crucial difference our proof of Theorem 1
stated above follows similar steps as that of the achievability
result in Fanizza et al. [12, Theorem 1]. The difference
we have is the need for a generalization of a fundamental
result of Hayashi [28] on the operational attainability of the
quantum relative entropy.

Hayashi demonstrated that the quantum relative entropy
D(ρ∥σ) between finite-dimensional states ρ and σ can be
asymptotically achieved as the Kullback-Leibler divergence
between probability distributions obtained from a sequence
of positive operator-valued measurements (POVMs) applied
to ρ⊗n and σ⊗n. We re-state these results for completeness
in Appendix A. Crucially, this sequence of POVMs can
be chosen depending only on one of the states (ρ in our
formulation below). We state our generalization of Hayashi’s
result in [28] to arbitrary states on infinite-dimensional
separable Hilbert spaces as Lemma 1 below. We note that, in
[28, Section 4], Hayashi also addressed infinite-dimensional
setting. However, the result he proved is for a restricted
class of states – those states that satisfy the condition
µρ ≤ σ ≤ λρ for some λ > 0 and µ > 0. Many practically-
important Gaussian states, including thermal states, fail to

meet this requirement, which motivated our generalization.
We would also like to point out that our result, just like
the one in [28], has general applications outside of quantum
change-point detection.

Let us recall the measured relative entropy before stating
our generalization of Hayashi’s result. Given two density op-
erators ρ, σ, and a measurement process given by a positive
operator valued measurement (POVM) M = {M(E)}E∈F ,
where F denotes the set of all possible outcomes of the
measurements (see Appendix B for more details), the mea-
surement process yields classical probability distributions
Pρ,M (E) = Tr(ρM(E)) and Pσ,M (E) = Tr(σM(E)). The
measured relative entropy DM (σ∥ρ), with respect to M
is the classical Kullback-Leibler divergence between these
induced distributions, D(Pσ,M∥Pρ,M ).

Lemma 1. Let ρ ∈ B1(H) be a density operator in an
infinite-dimensional separable Hilbert space H. Then there
exists a subsequence ln of natural numbers and a sequence
of POVMs {Mn}∞n=1 on H⊗ln such that

lim
n→∞

DMn

(σ⊗ln∥ρ⊗ln)

ln
= D(σ||ρ), ∀σ ∈ B1(H). (4)

The proof of Lemma 1 in Appendix C consists of two
steps. First, we utilize the fact that the quantum relative
entropy D(σ∥ρ) can be approximated from below by that
of a sequence of finite-dimensional states σn and ρn.
This technical lemma is stated in Appendix C as Lemma
2 and proven subsequently. Second, we apply the finite-
dimensional result of Hayashi [28, Theorem 2] to the finite-
dimensional approximation obtained in the first step.

Finally, we state the optimality result which shows that
the delay-false alarm trade-off characterized by D(σ∥ρ) that
a QUSUM strategy can asymptotically achieve employing
joint measurements on blocks of incoming states per Theo-
rem 1 is, in fact, optimal. Formally, we have:

Theorem 2 (Optimality). Consider an algorithm designed
to identify a change point between two infinite-dimensional
states, ρ and σ, under the condition that their relative en-
tropy D(σ||ρ) is finite. If this algorithm exhibits an expected
false alarm time of T̄FA, its optimal achievable delay τ̄⋆ is
subject to the following lower bound for any ϵ > 0:

τ̄⋆ ≥ (1− ϵ)
log T̄FA

D(σ∥ρ)
(1 + o(1)) as T̄FA →∞. (5)

Section VI contains the formal proof of Theorem 2.
Our proof strategy for optimality, which is typically a
challenging task, is based on reducing the problem to a
finite-dimensional one. This reduction is mediated by a fixed
quantum channel that sends the input states to a finite-
dimensional space, enabling the use of the finite-dimensional
optimality result by Fanizza et al. [12]. By allowing all
possible measurements to these finite-dimensional states, we



can then invoke the result from [12] and the data processing
inequality. A key aspect of our approach is the exploitation
of the inverse relationship between τ̄∗ and D(σ∥ρ), in the
setting of finite dimensions which allows us to effectively
combine the finite-dimensional result with the data process-
ing inequality to prove optimality.

IV. THE CUSUM (AND QUSUM) ALGORITHMS

In this section we briefly describe the CUSUM algorithm
in the classical setting. Before we begin, we note that the
quantum CUSUM (QUSUM) algorithm proceeds exactly as
in the classical one using the classical probability distribu-
tions obtained after performing a measurement before finally
optimizing over all possible (joint) measurements on blocks
of states in the history.

The Cumulative Sum (CUSUM) control chart is a power-
ful sequential analysis technique introduced by E.S. Page
in 1954, primarily designed for detecting changes in the
underlying parameters or distribution of a process over time
[6]. Unlike earlier control charts that often focused only on
recent observations, CUSUM utilizes the cumulative sum of
deviations or scores (frequently derived from log-likelihood
ratios when distributions are known) from a target value
or expected behavior. This sequential accumulation allows
CUSUM to effectively leverage the entire history of the
process, making it particularly sensitive to small but persis-
tent shifts that might otherwise go unnoticed. Renowned for
its computational simplicity and strong statistical optimality
properties in minimizing detection delay for a given false
alarm rate, CUSUM remains a fundamental and widely
used tool in quality control, signal processing, finance, and
various other fields requiring online monitoring [3], [4].

The pseudocode in Algorithm 1 outlines the CUSUM al-
gorithm for sequential change detection using log-likelihood
ratios. It begins by initializing the cumulative sum statistic
S to zero and a time counter n to zero. The algorithm
then enters a loop, processing observations sequentially. In
each iteration, the time step n is incremented, the next
observation xn is acquired, and the log-likelihood ratio
ℓn = log(f1(xn)/f0(xn)) is calculated, representing the
evidence favoring the post-change distribution f1 over the
pre-change distribution f0 for that observation. The core
CUSUM statistic S is updated using the recursive formula
S ← max(0, S + ℓn), which accumulates the log-likelihood
ratio while resetting the sum to zero if it becomes negative.
Finally, the updated statistic S is compared to a predefined
positive threshold h. If S reaches or exceeds h, the algo-
rithm terminates and returns the current time step n as the
detection time, indicating that a change has been detected.
Otherwise, the loop continues with the next observation.

V. PROOF OF ACHIEVABILITY (THEOREM 1)
The proof of the achievability result follows exactly as

in [12] except that we use Lemma 1 instead of the finite

Algorithm 1 CUSUM Algorithm using Log-Likelihood
Ratios
Require: Pre-change probability density/mass function

f0(x)
Require: Post-change probability density/mass function

f1(x)
Require: Detection threshold h > 0
Require: Sequence of observations x1, x2, . . .

1: Initialize CUSUM statistic S ← 0 ▷ Start sum at 0
2: Initialize time step n← 0
3: loop ▷ Process observations sequentially
4: n← n+ 1 ▷ Increment time step
5: Obtain the next observation xn

6: Calculate the log-likelihood ratio (LLR) for xn:
7: ℓn ← log f1(xn)

f0(xn)
▷ Logarithm base is typically

natural log (ln)
8: Update the CUSUM statistic:
9: S ← max(0, S + ℓn) ▷ Accumulate LLR, reset to 0

if sum goes below 0
10: if S ≥ h then ▷ Check if threshold is reached or

exceeded
11: return n ▷ Return the detection time and stop
12: end if
13: end loop

dimensional result of Hayashi [28] used therein. We provide
a sketch of the proof here.

Proof of Theorem 1: Fix a POVM M = {Mi}i∈I and
apply it to ρk for each k. An outcome xk is obtained at the
k-the stage with probability

p(xk) = Tr[Mxk
ρ] or q(xk) = Tr[Mxk

σ] (6)

depending whether ρk = ρ or ρk = σ. Note that the
cardinality of the probability distributions p and q does not
depend on the dimension of the Hilbert space H but only
on the cardinality of the POVM, I. Hence, we can follow
the steps of the CUSUM algorithm exactly as described in
[12, Proof of Theorem 1] to obtain

τ̄∗ ≤ log T̄FA

D(q∥p)
+O(1), as T̄FA →∞.

Now considering all possible measurements, define the max-
imal measured relative entropy

DM(σ||ρ) := sup
{M |M is a POVM}

DM (σ∥ρ) = sup
{POVM}

D(q∥p),

where the supremum is over all possible POVMs, and for
each POVM, M = {Mi}, DM (σ∥ρ) = D(q∥p), with p and
q as defined in (6). Generalizing beyond individual measure-
ments, the QUSUM algorithm can utilize joint measurements
on blocks of l states, distinguishing between ρ⊗l and σ⊗l.



If the change point is assumed a multiple of l, the trade-off
expression modifies to:

τ̄⋆ ≤
log
(
T̄FA/l

)
1
lDM(σ⊗l∥ρ⊗l)

+O(1), as T̄FA →∞. (7)

As shown in [12], the restriction requiring the change point
to be a multiple of l can be lifted using methods based
purely on classical CUSUM analysis. Hence, the expression
(7) continues to hold in the infinte-dimensional case as well.

Next step in the proof is where our proof critically differs
from that in [12]. Given ϵ > 0, we use our Theorem 1 to
choose an l and a measurement M l = {M l

i}i depending
only on ρ such that

1

l
D(ql∥pl) ≥ D(σ∥ρ)(1− ϵ),

where pl(k) = Tr(M l
kρ) and ql(k) = Tr(M l

kσ). Now (7)
implies (3) to complete the proof.

VI. PROOF OF OPTIMALITY (THEOREM 2)

In the proof of our optimality result below, we define
a specific subclass of measurements, M. This subclass is
constructed in two steps: first, we fix a quantum channel
M that maps each incoming state ρk to a state M(ρk)
within a fixed, n0-dimensional Hilbert space H0. Second,
we allow any possible joint measurement to be performed
on the resulting sequence of output states {M(ρk)}k≥1.
Mathematically, this class is defined as

M := {M ◦M⊗k |M is a POVM on H⊗k
0 , k ∈ N}. (8)

Note that the dual map α := M∗ is a unital, normal, and
CP map α : B(H0) → B(H). Hence, the same is true for(
M⊗k

)∗
= (M∗)

⊗k and thus by Lemma 3 M ◦M⊗k is a
POVM on H.

Proof of Theorem 2: Consider the sub-class M of
measurements defined in (8). Since we reduced the allowed
class of measurements to a sub-class, using the fact that
A ⊇ B implies supA ≥ supB, we have

τ̄∗ ≥ τ̄∗|M . (9)

Since M incorporates all possible measurements applied
after the fixed channel M, the optimal expected delay
achievable when restricted to this class, denoted τ̄∗|M , is
precisely equal to the optimal expected delay (or worst-worst
case mean delay) for the change-point problem where the
input states are the transformed sequence {M(ρk) | k ∈ N}.
So by the optimality result of Fanizza et al. [12, Theorem
2] for any ϵ > 0, we have

τ̄∗|M ≥ (1− ϵ)
log T̄FA

D(M(σ)∥M(ρ))
(1 + o(1)). (10)

Combining (9) and (10) and using the data processing
inequality we have

τ̄∗ ≥ τ̄∗|M ≥ (1− ϵ)
log T̄FA

D(M(σ)∥M(ρ))
(1 + o(1))

≥ (1− ϵ)
log T̄FA

D(σ∥ρ)
(1 + o(1))

to complete the proof.

VII. CONCLUSION

This work extends the theoretical framework for quickest
quantum change-point detection beyond its original finite-
dimensional confines. This enables us to prove that the
QUSUM strategy retains its asymptotic optimality, charac-
terized by the relationship between the expected detection
delay τ̄∗ and the average false alarm time T̄FA:

τ̄∗ ∼ log T̄FA

D(σ∥ρ)
for large T̄FA,

for any distinct states ρ, σ with finite relative entropy
D(σ∥ρ). By deriving the ultimate performance limits appli-
cable to general infinite-dimensional Hilbert spaces, we over-
come significant mathematical and conceptual challenges
inherent in continuous-variable quantum information theory.

The primary consequence of this generalization is that
these fundamental bounds are now directly applicable to the
broad and technologically significant class of Continuous
Variable (CV) quantum states. This includes the quantum
states of light that underpin much of quantum optics and
form the basis for numerous quantum communication pro-
tocols. For Gaussian states ρ and σ, it is known that
D(σ∥ρ) is always finite [29]–[33]. Hence, the assumption
D(σ∥ρ) <∞ does not pose any challenge for them.

The results presented in this work are particularly im-
portant for optical communication and related technologies.
Effectively, we establish the ultimate quantum limit on
how quickly changes in the properties of optical signals
or the channels they traverse can be detected, given a
constraint on false alarms. Whether monitoring for degra-
dation in fiber transmission [17], localizing the change in
transmission loss in optical networks [34], detecting the
subtle signature of an eavesdropper, identifying component
malfunctions in a quantum network, or verifying the stability
of quantum sensors employing CV states [35], our results
provide a fundamental benchmark against which practical
systems can be assessed and optimized. They quantify the
ultimate sensitivity afforded by quantum mechanics for this
critical monitoring task in the continuous-variable domain,
thereby informing the design and evaluating the potential of
future quantum optical technologies. We thus solidify the
theoretical foundations for sequential analysis in infinite-
dimensional quantum systems and connect them directly to
practical applications reliant on continuous-variable states.
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APPENDIX
ASYMPTOTICS OF QUANTUM RELATIVE ENTROPY IN

INFINITE DIMENSIONS

A. Hayashi’s Results on the Asymptotics of Quantum Rela-
tive Entropy in Finite Dimensions

This section is dedicated to stating the main results we
require from [28]. Since we want to use the order D(σ∥ρ)
in our exposition, we reformulate the results to reflect this
ordering.

Theorem 3. [28, Theorem 2] Let k be the dimension of H
and let ρ be a state on H. Then there exists a POVM Mn

on the tensored space H⊗n which satisfies

D(σ∥ρ)− (k − 1) log(n+ 1)

n
≤ 1

n
DMn (

σ⊗n∥ρ⊗n
)

≤ D(σ∥ρ), ∀σ. (11)

The following result is not stated as such in [28] but
Hayashi provides a proof of this result in Section 4 of [28].

Theorem 4. [28, Section 4] Let ρ ∈ B1(H) be a density
operator in an infinite-dimensional separable Hilbert space
H. Then there exists a subsequence ln of natural numbers
and a sequence of POVMs {Mn}∞n=1 on H⊗ln such that

lim
n→∞

DMn

(σ⊗ln∥ρ⊗ln)

ln
= D(σ||ρ), (12)

for every σ ∈ B1(H) satisfying µρ ≤ σ ≤ λρ for some
µ, λ > 0.

The condition µρ ≤ σ ≤ λρ in the theorem above is
restrictive because several important classes of states do not
satisfy this condition. For example, it can be shown that two
thermal states with different thermal parameters (or mean
photon numbers) will not satisfy the above condition. Our
novelty in Lemma 1 is that we remove the above restriction
from Hayashi’s result. Nevertheless, this seemingly simple
task requires some concepts from operator algebras, which
we discuss in the next section.

B. Operator Algebraic Preliminaries and Notations

We begin by establishing notation and recalling key defi-
nitions. Throughout,H and K, possibly with subscripts (e.g.,
Hi,Kj), denote complex separable Hilbert spaces, which
may be finite or infinite-dimensional. The notation B(H)
represents the ∗-algebra, i.e., closed under the adjoint (a.k.a.
†) operation, of all bounded linear operators on H. The ideal
generated by positive finite trace operators is called the trace-
class ideal denoted by B1(H) (⊆ B(H)). The density oper-
ators (or quantum states), which are positive semidefinite
trace-class operators ρ with Tr(ρ) = 1, reside in the ideal
of trace-class operators B1(H). Furthermore, B1(H) is a
Banach space with the norm given by ∥T∥1 = Tr(

√
T †T ).

Recall that B(H) is isomorphic to the dual of the Banach
space B1(H), where X ∈ B(H) “acts on” T ∈ B1(H) as

X(T ) := TrXT.

In the sense of the dual relationship mentioned above, we
say that B1(H) is the predual of B(H).

The weak topology on B1(H) generated by its dual B(H)
is the topology in which a net {Tλ}λ∈Λ ⊆ B1(H) converges
to T ∈ B1(H) if and only if

TrXTλ → TrXT, ∀X ∈ B(H).

In this context, the weak* topology on B(H) (also known as
ultra weak topology or σ-weak topology or normal topology)
is the topology in which a net {Xλ}λ∈Λ ⊆ B(H) converges
to X ∈ B(H) if and only if

TrTXλ → TrTX, ∀T ∈ B1(H).

Two other topologies important for us in this context are
weak operator topology and strong operator topology on
B(H). The weak operator topology on B(H) is the topology
in which a net {Xλ}λ∈Λ ⊆ B(H) converges to X ∈ B(H)
if and only if

⟨ξ|Xλ|ζ⟩ → ⟨ξ|X|ζ⟩ , ∀ξ, ζ ∈ H.

The strong operator topology on B(H) is the topology in
which a net {Xλ}λ∈Λ ⊆ B(H) converges to X ∈ B(H) if
and only if

Xλ(ζ)→ X(ζ), ∀ζ ∈ H,

in the Hilbert space norm.
For a bounded with respect to the operator norm linear

map Φ : B(K) → B(H), there exists a unique bounded
with respect to trace norm map Φ∗ : B1(H) → B1(K),
satisfying

Tr (Φ∗(T )X) = Tr (TΦ(X)) , ∀T ∈ B1(H), X ∈ B(K).

With the predual terminology described earlier we call Φ∗
as the predual map of Φ. A linear map Φ : B(K)→ B(H)
is said to be completely positive (CP) if the map (idk⊗Φ) :
Mk(C) ⊗ B(K) → Mk(C) ⊗ B(H) is positive (i.e., maps
positive operators to positive operators), for every k ∈ N,
where idk is the identity map on Mk(C) satisfying idk(A) =
A for all A ∈ Mk(C). Given any bounded (with respect to
the trace-norm) linear map Ψ : B1(H) → B1(K), there
exists a unique bounded (with respect to the operator-norm)
linear map Ψ∗ : B(K) → B(H), called the dual of Ψ,
such that Tr(Ψ(T )X) = Tr(TΨ∗(X)) for all T ∈ B1(H)
and X ∈ B(K). The map Ψ∗ is necessarily a normal map,
i.e., continuous with respect to the normal topologies on
B(H) and B(K). Using the predual terminology described
earlier, we see that Ψ is the predual of the map Ψ∗ and
Ψ = (Ψ∗)∗. The map Ψ is said to be CP if Ψ∗ is a CP map.
Furthermore, Ψ is trace-preserving (TP), i.e., Tr(Ψ(T )) =



Tr(T ) for all T ∈ B1(H) if and only if Ψ∗ is unital, i.e.,
Ψ∗(IK) = IH, where IK and IH are the identity maps of
the respective spaces. A trace-preserving completely positive
map Ψ : B1(H) → B1(K) is called a quantum channel.
Note that for a quantum channel Ψ, its dual map Ψ∗ is a
normal map.

A ∗-subalgebra of B(H) that contains the identity IH and
closed under the strong operator topology is called a von
Neumann algebra. For von Neumann algebras A and B, the
notation A ∼= B indicates that A and B are isometrically
isomorphic as ∗-algebras, while ι : A ↪→ B denotes an
isometric ∗-embedding of A into B. A linear mapping φ :
A → C is said to be positive if φ(a∗a) ≥ 0 for all a ∈ A.
Additionally, if ∥ϕ∥ = 1, the map φ is called a state. Clearly,
B(H) is a von Neumann algebra and corresponding to a
density operator ρ ∈ B(H), the map φρ denotes the normal
state (meaning continuous in normal topology) on B(H)
given by φρ(X) = Tr(ρX) for any X ∈ B(H).

Araki’s relative entropy, denoted S(ω, φ) for two nor-
mal states ω, φ on a von Neumann algebra A (typically
A = B(H)), quantifies the distinguishability between states
at the algebraic level [36]–[41]. It is defined via the relative
modular operator and satisfies S(ω, φ) ≥ 0, with equality
holding if and only if ω = φ. For infinite-dimensional states
represented by density operators ρ, ρ in H, the quantum
relative entropy (or Umegaki relative entropy) is defined as

D(σ∥ρ) := S(φσ, φρ); (13)

see [42, Definition 3.1, Examples 3.3 and Appendix B] and
[32] for the details of the definitions and an analysis of the
relative modular operator in the case of states obtained from
density operators. In certain special cases, for example for
Gaussian sates, it is known that D(σ∥ρ) = Tr(σ(log σ −
log ρ)) provided that the support of σ is contained within
the support of ρ (supp(σ) ⊆ supp(ρ)), and D(σ∥ρ) = +∞
otherwise [43].

A Positive Operator-Valued Measure (POVM), defined on
a measurable space (Ω,F), is a map M : F → B(H) satis-
fying (i) positivity, i.e., M(E) ≥ 0 for all E ∈ F), (ii) count-
able additivity, i.e., for any countable collection {Ei}∞i=1 of
pairwise disjoint sets in F , M(∪∞i=1Ei) =

∑∞
i=1 M(Ei),

with convergence in the weak operator topology (and hence
in strong operator topology as well), and (iii) normalization,
i.e., M(Ω) = I , the identity operator. The outcome space
Ω can be finite, countably infinite, or uncountably infinite
(e.g., Ω = R).

Finally, the measured relative entropy connects the idea
of relative entropy to measurements. Given two density
operators ρ, σ and a POVM M = {M(E)}E∈F , the mea-
surement process yields classical probability distributions
Pρ,M (E) = Tr(ρM(E)) and Pσ,M (E) = Tr(σM(E)). Note
that we used a simplified notation p = Pρ,M and q = Pσ,M

in Section V because the measurements in the article assume

A B(H0)

B(H)

⟳α̃ α

ι

δ

Fig. 1. A finite dimensional von Neumann algebra A is isomorphic to a
direct sum of full matrix algebras which is further embedded into B(H0)
via the inclusion map ι, where H0 is a finite dimensional subspace of H.
The diagonal map δ from B(H0) to A and the inclusion map ι are CPTP
maps. Furthermore, the map α := α̃ ◦ δ is a CP extension of α̃ and also
α̃ = α ◦ ι. The crux of Lemma 2 is that, by construction, ι is a recovery
map for δ i.e., for any two states ω1 ◦ α̃ and ω2 ◦ α̃, where ωj is a state
on B(H), j = 1, 2, we have ωj ◦ α̃ ◦ δ ◦ ι = ωj ◦ α ◦ ι = ωj ◦ α̃, which
implies S(ω1 ◦ α̃, ω2 ◦ α̃) = S(ω1 ◦ α, ω2 ◦ α).

only discrete outcomes. The measured relative entropy with
respect to M is the classical Kullback-Leibler divergence be-
tween these induced distributions, D(Pσ,M∥Pρ,M ). Optimiz-
ing over all possible POVMs, we obtain the maximal mea-
sured relative entropy DM(σ∥ρ) = supM D(Pσ,M∥Pρ,M ).

C. Generalization of Hayashi’s Result

We need a two technical lemmas to prove the main result
of this section. We could not find Lemma 2 in the literature,
but this result might also be of independent interest.

Lemma 2. Let σ and ρ be two states in an infinite-
dimensional separable Hilbert space H. Then there is a se-
quence of finite-dimensional Hilbert spaces {Hn ⊆ H}∞n=1

and unital CP maps αn : B(Hn)→ B(H) such that

D(σ∥ρ) = lim
n→∞

D (αn∗(σ)∥αn∗(ρ)) , (14)

where αn∗ : B1(H)→ B1(Hn) is the predual map satisfy-
ing Tr [Xαn∗(T )] = Tr [αn(X)T ] for all X ∈ B(H) and
T ∈ B1(H). In this case, we also have that the sequence on
the right side of the equation above monotonically increases
to the limit.

Proof: Figure 1 illustrates the key concept underlying
the proof. Recall that B(H) is an injective von Neumann
algebra [44, Theorem 1.2.3] (cf. [45, Proposition 5.11 and
Theorem 5.30]). Hence by [38, Theorem 5.30]

S(φσ, φρ) = sup
β

S(φσ ◦ β, φρ ◦ β),

where α runs over all unital CP maps from a finite-
dimensional von Neumann Algebra into B(H). Therefore,



we get a sequence An of finite-dimensional von Neumann
algebras and CP maps α̃n : An → B(H) such that

S(φσ, φρ) = lim
n→∞

S(φσ ◦ α̃n, φρ ◦ α̃n), (15)

where the sequence on the right side of equation above is
monotonically increasing to the limit. Recall by the structure
theorem for finite-dimensional von Neumann algebras that
each An is a direct sum of full matrix algebras [46, Theorem
11.9, Chapter I]. Thus there are integers m(n) such that

An
∼= ⊕m(n)

i=1 Mki
(C)

Note also that, we have the inclusion map ιn sending a
block diagonal matrix in ⊕m(n)

i=1 Mki
(C) to the same matrix

in Mk1+···+km(n)
(C) identified as B(⊕m(n)

i=1 Cki),

ιn : ⊕m(n)
i=1 Mki

(C)→ B(⊕m(n)
i=1 Cki)

a1 ⊕ · · · ⊕ am(n) 7→
ιn

Diag[a1, . . . , am(n)]

and the identity of An is mapped to ⊕iIki which is same
as the identity of B(⊕m(n)

i=1 Cki). Let us denote by δn the
diagonal map that maps a matrix X ∈ B(⊕m(n)

i=1 Cki) to the
diagonal matrix with the same diagonal entries as that of X ,
in symbols,

δn : B(⊕m(n)
i=1 Cki)→ ⊕m(n)

i=1 Mki
(C)

[xij ] 7→
δn

Diag[x11, . . . , xm(n)m(n)], ∀n.

Identifying ⊕m(n)
i=1 Cki ∼= Hn, where Hn is a m(n)-

dimensional subspace of H, we have the following until now

An
∼= ⊕m(n)

i=1 Mki
(C)↪→

ιn

δn
←
B(⊕m(n)

i=1 Cki) ∼= B(Hn)↪→B(H),∀n.

Note that δn is a unital CP map and defining αn := α̃n ◦δn,
we get a unital CP extension of α̃n to B(Hn),

αn :B(Hn)→ B(H)
X 7→ α̃n (δn(X))

αn|An
= α̃n,

αn = α̃n ◦ δn and α̃n = αn ◦ ιn, ∀n.

Since ιn and δn are CPTP maps, by the data processing
inequality [38, Theorem 5.3, cf. Corollary 5.12 (iii)], we
have

S(φσ ◦ α̃n, φρ ◦ α̃n) = S(φσ ◦ αn ◦ ιn, φρ ◦ αn ◦ ιn)
≤ S(φσ ◦ αn, φρ ◦ αn) and

S(φσ ◦ αn, φρ ◦ αn) = S(φσ ◦ α̃n ◦ δn, φρ ◦ α̃n ◦ δn)
≤ S(φσ ◦ α̃n, φρ ◦ α̃n).

Thus we have

S(φσ ◦ α̃n, φρ ◦ α̃n) = S(φσ ◦ αn, φρ ◦ αn). (16)

Finally, from (15) we get

S(φσ, φρ) = lim
n→∞

S(φσ ◦ αn, φρ ◦ αn). (17)

Note that

φσ ◦ αn(X) = Trσαn(X) = Trαn∗(σ)X

= φαn∗(σ)(X),∀X ∈ B(Hn), σ ∈ B1(H).
(18)

So we have

φσ ◦ αn = φαn∗(σ). (19)

By definition in (13), and equations (17) and (19) we have

D(σ∥ρ) = S(φσ, φρ)

= lim
n→∞

S(φσ ◦ αn, φρ ◦ αn)

= lim
n→∞

S(φαn∗(σ), φαn∗(ρ))

= lim
n→∞

D(αn∗(σ)∥αn∗(ρ)),

where the sequence on the right side of the last line above
monotonically increases to the limit because of (16) and the
fact that α̃n were initially chosen in that way.

Lemma 3. Let K1 and K2 be separable Hilbert spaces
and let α : B(K1) → B(K2) be a unital, normal, and
CP map, i.e., α∗ : B1(K2) → B1(K1) is a quantum
channel. Let M = {Mi}i∈I be a POVM on K1. Write
α(M) := {α(Mi)}i∈I . Then α(M) is a POVM on B(K2).
Furthermore, in this case

Dα(M) (σ∥ρ) = DM (α∗(σ)∥α∗(ρ)) ∀σ, ρ ∈ B1(K2).
(20)

Proof: Since α is a positive map, α(Mi) is a positive
operator for all i ∈ I. Also, since α is a normal unital map
we have ∑

i

α(Mi) = α

(∑
i

Mi

)
= α(I) = I.

Hence α(M) is a POVM. To prove (20), let P = {pi}i and
Q = {qi}i where

pi = Trα(Mi)σ

qi = Trα(Mi)ρ, ∀i.

Since pi = TrMiα∗(σ) and qi = TrMiα∗(ρ), we see that
(20) is satisfied.

Now we prove Lemma 1.
Proof of Lemma 1: We have from Lemma 2 that

there exists a sequence of finite-dimensional Hilbert spaces
{Hn ⊆ H}∞n=1 and unital CP maps αn : B(Hn) → B(H)
such that

D(σ∥ρ) = lim
n→∞

D (αn∗(σ)∥αn∗(ρ)) . (21)



Let m(n) denote the dimension of Hn. Since log(x+1)
x → 0

as x→∞, we can choose an increasing sequence l1 < l2 <
· · · of integers such that given n ∈ N,

(m(n)− 1) log(ln + 1)

ln
<

1

n
.

Now by [28, Theorem 2] (cf. Theorem 3) there exist a
POVM M ln on H⊗ln

n such that

0 ≤ D(αn∗ (σ)∥αn∗(ρ))−
DM ln (

αn∗(σ)
⊗ln∥αn∗(ρ)

⊗ln
)

ln

≤ (m(n)− 1) log(ln + 1)

ln

<
1

n
, ∀σ. (22)

Let Mn := α⊗ln
n (M ln) as in Lemma 3. Since α⊗ln

n is a
unital CP map defined on a finite-dimensional space, it is a
normal map. So Mn is a POVM on H. Given ϵ > 0, choose
n using (21) and (22) and such that∣∣∣∣∣DM ln (

αn∗(σ)
⊗ln∥αn∗(ρ)

⊗ln
)

ln
−D (α∗

n(σ)∥α∗
n(ρ))

∣∣∣∣∣ < ϵ

2

and |D (α∗
n(σ)∥α∗

n(ρ))−D(σ∥ρ)| < ϵ

2
.

Now by (20) and the inequalities above∣∣∣∣∣DMn (
σ⊗ln∥ρ⊗ln

)
ln

−D(σ∥ρ)

∣∣∣∣∣
=

∣∣∣∣∣DM ln ((
α⊗ln
n

)
∗

(
σ⊗ln

)
∥
(
α⊗ln
n

)
∗

(
ρ⊗ln

))
ln

−D(σ∥ρ)

∣∣∣∣∣
=

∣∣∣∣∣DM ln (
αn∗(σ)

⊗ln∥αn∗(ρ)
⊗ln
)

ln
−D(σ∥ρ)

∣∣∣∣∣
≤

∣∣∣∣∣DM ln (
αn∗(σ)

⊗ln∥αn∗(σ)
⊗ln
)

ln
−D (α∗

n(ρ)∥α∗
n(σ))

∣∣∣∣∣
+ |D (α∗

n(ρ)∥α∗
n(σ))−D(ρ∥σ)|

< ϵ.

This completes the proof.
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