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ABSTRACT

Gravitationally lensed quasars offer a unique opportunity to study cosmological and extragalactic phenomena, using reliable light
curves of the lensed images. This requires accurate deblending of the quasar images, which is not trivial due to the small separation
between the lensed images (typically ∼ 1 arcsec) and because there is light contamination by the lensing galaxy and the quasar host
galaxy. We propose a series of experiments aimed at testing our ability to extract precise and accurate photometry of lensed quasars.
In this first paper, we focus on evaluating our ability to extract light curves from simulated CCD images of lensed quasars spanning a
broad range of configurations and assuming different observational/instrumental conditions. Specifically, the experiment proposes to
go from pixels to light curves and to evaluate the limits of current photometric algorithms. Our experiment has several steps, from data
with known point spread function (PSF), to an unknown spatially-variable PSF field that the user has to take into account. This paper
is the release of our simulated images. Anyone can extract the light curves and submit their results by the deadline. These will be
evaluated with the metrics described below. Our set of simulations will be public and it is meant to be a benchmark for time-domain
surveys like Rubin-LSST or other follow-up time-domain observations at higher temporal cadence. It is also meant to be a test set to
help develop new algorithms in the future.
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1. Introduction

Gravitational lensing occurs when the light of a distant source
is deflected by the gravitational potential of in-between mass
(lens, Saha et al. 2024). If the observer, lens and source are suf-
ficiently aligned, the deflection of the light can be such that it
will travel through several paths, producing multiple images of
the same source. In addition to this, the observed (or lensed) im-
ages can get (de)magnified. This is due to how lensing conserves
surface brightness and how the finite size of the source which
can (shrink) expand from differential deflection, thus produc-
ing a (de)magnificatoin of the source. Furthermore, if the source
brightness varies, it is observed between the multiple images
with a time delay, a consequence of the different length paths
and gravitational potential that the light travels through (Cooke
& Kantowski 1975).

It is of particular interest when the source is a quasar lensed
by a foreground galaxy, as it offers a broad range of applica-
tions (Schneider et al. 1992). The most known one is time delay
cosmography (Refsdal 1964), which is an independent cosmo-
logical probe to measure the Hubble constant (H0). It can con-
tribute to resolving the so-called Hubble tension which is the

⋆ email: fcneirad@gmail.com
⋆⋆ Disclaimer: this co-author will participate in the challenge, as such
his role here is only for testing the simulation.

discrepancy between H0 values measured from the Cosmic Mi-
crowave Background (CMB) and measurements at low redshifts
(e.g. Verde et al. 2023). In addition, extracting the microlens-
ing information from the multi-band light curves can potentially
provide information on the inner structure of the lensed sources,
on the microlensing objects in the lensing galaxy, and on the
galaxy-scale substructures in the lensing galaxy or along its line
of sight (Vegetti et al. 2023).

In order to enable these science applications, the first step
is to obtain precise and accurate time delay measurements
from photometric monitoring with ground-based telescopes (e.g.
Courbin et al. 2005). Because the typical separation between the
lensed quasar images is of the order of ∼ 1 arcsec, their pho-
tometric measurements are not trivial. The flux from a quasar
image can be contaminated by another quasar image, the host
and/or the lensing galaxy, which, if not properly taken care of,
can affect the accuracy of the recovered brightness variations
over time and subsequently of the time delay (see e.g. Tewes
et al. 2013; Millon et al. 2020). See e.g. Fig. 1 where we show
a small and large image separation systems. Furthermore, the
number of lensed quasars increases with smaller image sepa-
ration, making the deblending of quasar images more difficult.
This is of paramount importance for constraining H0 for exam-
ple, where the time delays of a large number of systems would
be ideal (see e.g. Wong et al. 2020).
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Fig. 1. Top: a large image separation lensed quasar J1537-3010 (Lemon
et al. 2019), the left panel shows an image taken with the Hubble space
telescope, in the right one taken with a ground-based telescopes. Bot-
tom: same as top but for the lensed quasar DESJ0405-3308 (Anguita
et al. 2018).

To obtain photometric measurements there are several meth-
ods one can choose from, each with their own strengths and lim-
itations. Aperture photometry consists on measuring the bright-
ness of the source in an aperture, then subtracting the back-
ground estimated from a surrounding annulus. Thus, it is a tech-
nique that works well for isolated bright sources but is sensitive
to background noise and contamination from nearby objects. As
such, its use is not ideal for lensed quasars. Point spread func-
tion (PSF) photometry, which models the broadening of a point
source due to the atmosphere and telescope optics, can work
well for blended objects (Stetson 1987; Bertin & Arnouts 1996).
Some PSF methods rely on performing a deconvolution in order
to improve the spatial resolution of the image. A few examples of
these also include a decomposition of the deconvolved image in
two channels, one for point sources and one for extended sources
(e.g. Lucy 1994; Magain et al. 1998; Michalewicz et al. 2023).
Others instead rely on the use of neural networks (e.g. Sureau
et al. 2020; Akhaury et al. 2025). Another photometry method is
difference image analysis (DIA), which consists on comparing
images taken at different times to detect and measure variable or
transient sources. However this method can be affected by align-
ments and changes in observing conditions across time. Indeed
several photometric surveys rely on DIA photometry (e.g. Kaiser
et al. 2002; Udalski 2003).

In the coming years, telescopes like Euclid (Euclid Collabo-
ration et al. 2024) and the Vera Rubin (LSST, Ivezić et al. 2019)
are expected to find thousands of new gravitationally lensed
quasars (Oguri & Marshall 2010; Acevedo Barroso et al. 2024).
Moreover, the LSST will provide multiepoch observations in 6
bands (u, g, r, i, z, and y) for all of these systems. Indeed, Taak
& Treu (2023) predicts ∼ 1000 systems to have variability de-
tectable with the LSST. This is because brighter quasars show
less variability (Suberlak et al. 2021). Therefore, it will be of
paramount importance to obtain accurate and precise photometry
measurements that could enable cosmography and microlensing
studies. For this, one would need to quantify the performance
of different photometry methods for obtaining the flux (and its

error) on typical lenses with varying brightness contrasts and
blendedness, as well as explore any systematic bias that may
arise.

In this paper we present a challenge to the community that
aims to measure our ability to do photometry of blended sources,
specifically of lensed quasars. The challenge provides several
simulated cutouts of lenses, together with neighboring stars,
where the participants are asked to obtain photometry of the
quasar images. The performance of the photometry method will
then be quantified by metrics that are defined in this paper. The
results of this challenge will be presented in a follow up paper.

2. Experimental setup

The main goal of this paper is to test the performance of different
photometry methods. Specifically, when performed on strongly
lensed quasars that will be observed by the LSST. The primary
sources of error that can influence the accuracy and precision
of these methods are the brightness contrast between the source,
host and lens galaxy, and how blended are the quasar images.
Therefore, to generate the simulated observations that will be
used to test the methods, we will ignore aspects that would
not affect their performance like brightness variations due to
microlensing or mili-lensing by galaxy-scale substructures. In-
stead, we focus on generating systems with varying lensing con-
figurations, brightness contrasts and realistic observing condi-
tions. This choice was made so that the experiment is simple
enough to encourage participation but realistic enough to have
feasible estimates on the performance of the methods to be used
on LSST data. In the following we describe the different compo-
nents used to setup the experiment.

2.1. Simulating strongly lensed quasars

To generate the mock lensed quasars we use the MOLET soft-
ware package (Vernardos 2022). In addition, we require assump-
tions about the mass distribution of the lensing galaxy, the light
profile for the host and lens galaxy, and the intrinsic brightness
of the quasar. For simplicity, the brightness profile of both the
lensing and host galaxy we adopt a Sersic profile (Sersic 1968).
For the mass distribution of the lensing galaxy we adopt a sin-
gular isothermal ellipsoid, which has a projected surface density
given by:

κ(x, y) =
1
2

 θE√
qx2 + y2/q

 , (1)

where θE is the Einstein radius, q is the minor to major axis ra-
tio and x and y are the coordinates where the x-axis is aligned
with the major axis. The position of the multiple images will
depend on the position of the source with respect to the lens
caustics (formally, points in the source plane that have infinite
magnification). In this regard, there are four common “lens con-
figurations”, in three of which the source is quadruply imaged:
“cusps”, “folds” and “crosses”, and one where the source is dou-
bly imaged: “double”. We show these configurations schemati-
cally in Fig. 2.

2.2. Source variation

For the quasar brightness variations we assume that it follows a
damped random walk (DRW), which is known to describe well
typical quasar variability (MacLeod et al. 2010). Because the
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Fig. 2. Examples of lens configurations. The inner (solid) and outer (dashed) caustics are plotted. The position of the quasar is denoted by the x,
and the multiple images generated by a circle.

Fig. 3. Example of the brightness variations of a mock quasar following
a damped random walk model.

goal of this paper is to quantify how well different methods per-
form at recovering the true quasar light curves, we can safely
ignore any other sources of variability (e.g. microlenisng, rever-
beration, etc.). We show an example of the variability in Fig. 3

2.3. Instrumental and atmospheric effects

To simulate the observing conditions we make use of the Vera
Rubin Observatory (LSST Ivezić et al. 2019) data preview 0.2
(DP0.21), which is a product of the Data Challenge 2 (DC2
LSST Dark Energy Science Collaboration et al. 2021) made by
the LSST Dark Energy Science Collaboration (DESC). The data
available in the DP0.2 has processed the DC2 simulated images
using the LSST pipelines (Bosch et al. 2019), and provides mea-
surements of the sky brightness and atmospheric distortion of
the point spread function (PSF, see Zuntz et al. 2018, for de-
tauls about this distortion model). Although the LSST pipeline
also provides a measurement of the PSF, we opt to only use their
distortion measurements, which we will apply to our own PSF
model. This allows us to have full control over the shape of the
PSF, and thus the true brightness of sources. We model the PSF
as a Moffat distribution:

I(x, y) = A
(
1 +

(x − x0)2 + (y − y0)2

γ2

)−α
, (2)

where A is a normalization constant, x0 and y0 are the position
of the maximum of the distribution, and α and γ are seeing de-
pendent parameters. In particular, the full width half maximum
(FWHM) for a Moffat distribution is

FWHM = 2γ
√

21/α − 1 . (3)

Ivezić et al. (2019) quotes expected values of FWHM that follow
a log-normal distribution with mean 0.65". To closely match this
distribution, we draw values of γ and α from a log-normal and

1 https://dp0-2.lsst.io/

Fig. 4. Example of a distortion field due to atmospheric effects taken
from the LSST DP0.2. The direction of the distortion is indicated by
the lines, which are exaggerated and aligned with the major axis of the
ellipse that represents it.

uniform distribution with ranges that are consistent with obser-
vations (e.g. Trujillo et al. 2001) Additionally, to avoid perfect
analytical fittings, we add a shapelet component to the PSF (see
Zhang et al. 2023, for details about the shapelet components of
a PSF).

The shape of the atmospheric PSF distortion is defined in
terms of the second moments of the surface brightness profile
(see also Seitz & Schneider 1997; Bernstein & Jarvis 2002):

e = e1 + ie2 =
Ixx − Iyy + 2iIxy

Ixx + Iyy + 2
√

IxxIyy − I2
xy

, (4)

where the moments are defined as:

Iµν =

!
I(x, y)(µ − µ̄)(ν − ν̄)dxdy!

I(x, y)dxdy
. (5)

We show an example of this distortion field in Fig. 4.
To simulate the noise we follow the LSST documentation2.

The total instrumental noise, σ2
instr, for each pixel is given by:

σ2
instr = (σ2

read-out + (σdark × texp)) × nexp , (6)

2 See https://smtn-002.lsst.io/
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Fig. 5. Diagram showing how an exposure is generated

where σread-out = 8.8 electrons, σdark = 0.2 electrons, texp = 15
seconds and nexp = 2 corresponding to two back-to-back 15 sec-
onds exposures. Lastly, the photons from the actual astrophysical
objects follow a Poissonian distribution.

2.4. Generating LSST-like exposures

The DP0.2 provides true (i.e. the values injected to the simu-
lation and not the ones measured by the pipeline) photometry,
astrometry and type (i.e. star or galaxy) for each source, as well
as sky brightness measurements for each exposure. The general
process of generating an exposure consists of using these mea-
surements to re-create a similar exposure. The main motivation
for re-creating instead of just injecting a lens on the exposures
that are already available in the DP0.2 is, again, to have full con-
trol on the true PSF and brightness of the sources.

To get the data from DP0.2 we start by selecting a region
on the sky, then query the exposures and catalogues3. We end
up with a catalogue that contains the flux, position, and type for
each source that lies in the selected region. The exposures that
are queried come with a world coordinate system (WCS) which
is re-used in order to keep the rotations and gaps between the
detectors consistent with the LSST. With this, together with the
photometry and astrometry that are provided, we are able to in-
ject the sources into the detectors. The lensed quasar is injected
at the position (and as a replacement) where a star is originally
detected. To do this we use a super-sampled PSF (10 times the
LSST resolution) to convolve the source image to be injected,
down-scaling to the pixel size of the LSST (0.2") and finally
adding the provided sky brightness provided and a noise layer
composed of instrumental plus Poissonian components. In Fig. 5
we show a graph representing these steps and a resulting exam-
ple of an exposure in Fig. 6.

3. The mock samples

The mock sample consists of each lens configuration shown in
Fig. 2 with varying brightness contrast and θE scaling. Compared
to a fiducial mock system, we vary:
3 This is done in the Rubin science platform at https://data.lsst.
cloud/

Fig. 6. Left: example of a simulated exposure Right: zoomed window
where the lens is injected. Note the gap between the detectors which
will have different orientations for each different exposure.

– The host galaxy brightness by a factor of either 0.1 and 0.5.
– The lensing galaxy brightness by a factor of either 0.1 and

0.5.
– The Einstein radius by a factor of either 0.75 and 1.5.

This yields a total of 3 × 3 × 3 = 27 mocks for a single lens
configuration, thus a total of 27 × 4 = 108 mock systems. We
show examples of these mocks in Fig. 7. The instructions to get
the data are in https://obswww.unige.ch/~neiradia/.

3.1. Round #0

The purpose of this round is for the participants to explore the
systematic strengths and weaknesses of their method. As such, in
addition to the cutouts of the system and neighbouring stars, we
provide a noiseless PSF that is constant across the field of view,
but varies in time. The noiseless PSF allows to get the most ac-
curate light curve. This, paired with the multiple configurations
of the systems, will allow to assess the methods performance for
different image blendedness and brightness contrasts.

3.2. Round #1

For this round only the cutouts will be provided. The true PSF
will remain unknown, and it will be the task of the participants to
obtain their own PSF. As in the previous round, here the PSF is
constant across the field of view but changes at every time stamp.

3.3. Round #2

The last round introduces an atmospheric distortion (see equa-
tions 4 and 5) to the PSF that changes across the field of view,
we show an example of this in Fig. 4. This round will allow us
to assess how much this distortion can affect the accuracy of the
light curves.

4. Metrics

In order to quantify how well the different methods perform at
recovering the light curves we need to define a standardized met-
ric. For each method, we will assess:

– The flux leakage between the different components of the
system.

– The accuracy of the photometry.
– The accuracy of the noise estimation.

For the flux leakage, a χ2 test between the true and submitted
light curves will be performed, defined as:

χ2
n =

Nepochs∑
i=1

(yn,i − yn,i)2

σ2
n,i

, (7)
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Fig. 7. All 108 mock cutouts. The cutouts are divided as follows. Groups of (3×3) have the same θE and lens configuration, and vary the brightness
of the host (row) and lensing (column) galaxy. The top group of (3× 9) have the same lens configuration (fold) and every 3 columns θE varies. The
following 3 (3 × 9) groups are the same as the one above but for a different lens configuration (cusp, cross and double).
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where y and σ are the measured brightness and its uncertainty
respectively, and y stands for the true brightness. The indices n
and i denote the corresponding image of the system and observa-
tion epoch respectively. Because we will look at the values of χ2

n
separately for each quasar image, this will allow us to measure
how much flux from one (or more) image leaks into another.

For the accuracy of the photometry, we will use a χ2 test
marginalised by a constant offset parameter (see Bretthorst 1988)
on the combined brightness of all quasar images, which is de-
fined as:

χ2
offset = α −

β2

4γ
(8)

α =

Nepochs∑
i=1

(
∑Nimg

n=1 yn,i −
∑Nimg

n=1 yn,i)2∑Nimg

n=1 σ
2
n,i

(9)

β = −2
Nepochs∑

i=1

(
∑Nimg

n=1 yn,i −
∑Nimg

n=1 yn,i)∑Nimg

n=1 σ
2
n,i

(10)

γ =

Nepochs∑
i=1

1∑Nimg

n=1 σ
2
n,i

. (11)

Unlike the previous metric, by combining the brightness of the
images we are effectively ignoring any leakage between them.
Furthermore, because this metric is oblivious to a constant offset
in the light curve, it is useful as a measure of how well the varia-
tions over time are recovered while ignoring any offset that may
come from the background and/or the lens. Finally, to quantify
how well the flux errors are recovered, we simply compute the
absolute percentage error as:

ϵn =

Nepochs∑
i=1

|σn,i − σn,i|

σn,i
, (12)

where σn,i is the true uncertainty defined by the sum in quadra-
ture of instrumental and photon noise.

The metrics described here will be used to evaluate all sub-
missions of the participants. However, we reserve the right to
modify or replace these at a later stage and informing all the par-
ticipants about the final metrics that will be used.

5. Participation to the experiment

The challenge presented here (for advertising purposes) is part
of the Dark Energy Science Collaboration (DESC). However, it
is open to everyone regardless of whether participants are mem-
bers of the DESC or not. To allow this, participants who are not
members of the DESC will be asked to sign a code of conduct.

To obtain the simulated data, participants can visit the
following website https://obswww.unige.ch/~neiradia/.
There, we host information on how to download and visualize
the data.

Participants will be asked to submit their results in a specific
format. For each of the configurations (see Fig. 2), their respec-
tive light curves should be in a csv file. This file should include
the time [MJD]4, measured fluxes, and the flux errors at each
epoch. The naming of these variables should be included in the
header of the csv file and should comply to the following con-
ventions:

– The time should be named time.
4 This can be found in the header of each fits file.

– The flux for each quasar image should be named flux_A,
flux_B, flux_C and flux_D, where _A indicates the bright-
est image _B the second, and so on.

– The flux errors should be named flux_err_A, flux_err_B,
flux_err_C and flux_err_D, following the same conven-
tion as the flux.

– If the measurement of two or more quasar images cannot be
isolated, their measurement should be named using the suf-
fixes of the quasar image (e.g. flux_AB). In this case, the
measurement values that are not feasible should be set to
nan.

– If the measurement of any quasar image at any epoch cannot
be done, the time should be set to its corresponding epoch,
while all others set to nan.

The deadlines for submissions are the following:

– Round #0: training set - no deadline.
– Round #1: 30 May 2025.
– Round #2: 30 June 2025.

Note that deadlines may change slightly depending on participa-
tion in the experiment, and that independently of the deadlines
our data can be used freely anytime to test or develop new al-
gorithms. However, the input used to produce the simulations
will not be revealed before the publication of the results with the
contributions of all participating teams.

After the deadline, we will perform an analysis comparing
the submissions with the true data by using the metrics described
in Section 4. The results will be presented in a follow-up paper,
in which the participants will be asked to summarize their meth-
ods.

6. Conclusion

In the present work, we design a simple experiment with multi-
ple objectives. First, we propose to test existing techniques to ex-
tract time series of lensed point sources spanning a wide range of
image configurations and lens and source properties. Second, the
same simulations can be used to develop new techniques, bench-
mark them against the performances of previous techniques, and
evaluate their relative merits and limitations. Finally, at the end
of the present experiment, we make public the codes and tools
used to produce the simulations, so that future experiments can
be developed based on our work to test or isolate specific as-
pects or to develop a full end-to-end simulation pipeline to test
photometric methods.

In the long run, we believe that the present experiment is the
first of a modular pipeline or methodology to evaluate the error
budget of time delay cosmography with lensed quasars and su-
pernovae, propagating the errors all the way from the extraction
of light curves from pixels, to the influence of the PSF construc-
tion itself or the contamination by astrophysical effects such as
microlensing, dust or the internal structure of the lensed sources.
Acknowledgements. This is supported by the Swiss National Science Foundation
(SNSF). Put here the formal acknowledgment for FutureLens.
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