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ABSTRACT
We predict the sensitivity of the Vera C. Rubin Observatory Legacy Survey of Space and Time (LSST) to

faint, resolved Milky Way satellite galaxies and outer-halo star clusters. We characterize the expected sensitivity
using simulated LSST data from the LSST Dark Energy Science Collaboration (DESC) Data Challenge 2 (DC2)
accessed and analyzed with the Rubin Science Platform as part of the Rubin Early Science Program. We simulate
resolved stellar populations of Milky Way satellite galaxies and outer-halo star clusters over a wide range of
sizes, luminosities, and heliocentric distances, which are broadly consistent with expectations for the Milky
Way satellite system. We inject simulated stars into the DC2 catalog with realistic photometric uncertainties
and star/galaxy separation derived from the DC2 data itself. We assess the probability that each simulated
system would be detected by LSST using a conventional isochrone matched-filter technique. We find that
assuming perfect star/galaxy separation enables the detection of resolved stellar systems with 𝑀𝑉 = 0 mag and
𝑟1/2 = 10 pc with ≥ 50% efficiency out to a heliocentric distance of ∼250 kpc. Similar detection efficiency is
possible with a simple star/galaxy separation criterion based on measured quantities, although the false positive
rate is higher due to leakage of background galaxies into the stellar sample. When assuming perfect star/galaxy
classification and a model for the galaxy–halo connection fit to current data, we predict that 89± 20 Milky Way
satellite galaxies will be detectable with a simple matched-filter algorithm applied to the LSST wide-fast-deep
data set. Different assumptions about the performance of star/galaxy classification efficiency can decrease this
estimate by ∼7%–25%, which emphasizes the importance of high-quality star/galaxy separation for studies of
the Milky Way satellite population with LSST.

Subject headings: Dwarf spheroidal galaxies (420); Local Group (929); Milky Way Galaxy (1054)
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1 INTRODUCTION

In the standard cosmological model comprised of cold
dark matter (CDM) and a cosmological constant dark energy
(Λ), galaxies form hierarchically through the assembly and
mergers of dark matter halos (e.g., Cole et al. 2000). Ultra-
faint dwarf galaxies occupy the lowest mass dark matter halos
known to host stars (e.g., Simon 2019; Nadler et al. 2020).
As the smallest and least luminous galaxies, ultra-faint dwarfs
provide a unique avenue to probe the physics of galaxy forma-
tion (e.g., Applebaum et al. 2021; Munshi et al. 2021; Kravtsov
& Manwadkar 2022), reionization (e.g., Benson et al. 2002;
Lunnan et al. 2012; Boylan-Kolchin et al. 2015; Graus et al.
2019; Manwadkar & Kravtsov 2022), the formation of the
heavy elements (e.g., Ji et al. 2016; Frebel & Ji 2023), and
the fundamental properties of dark matter (e.g., Ackermann
et al. 2015; Bullock & Boylan-Kolchin 2017; Buckley & Peter
2018; Nadler et al. 2021; Newton et al. 2021; Dekker et al.
2022). While the distinction between dark-matter-dominated
dwarf galaxies and baryon-dominated halo star clusters was
once clear, recent observational advances have revealed new
populations of ultra-faint systems of uncertain origin (e.g.,
Pace 2024, and references therein). Each newly discovered
system increases our understanding of the Milky Way satel-
lite population, as well as providing opportunities for unique,
fortuitous discoveries among the most extreme stellar systems.

Milky Way satellite dwarf galaxies and halo star clusters
(which we collectively refer to as Milky Way “satellites”) are
detected as arcminute-scale statistical over-densities of indi-
vidually resolved stars (e.g., Willman et al. 2011). More than
65 confirmed and candidate dark-matter-dominated satellite
galaxies have been detected around the Milky Way to date
(e.g., Pace 2024, and references therein). When correcting for
observational completeness and accounting for theoretical un-
certainties, the known population of satellite galaxies is found
to agree with predictions from the CDM model (e.g., Kim
et al. 2018; Nadler et al. 2020; Manwadkar & Kravtsov 2022).
However, observational and theoretical arguments suggest that
the current census of Milky Way satellites is incomplete, and
recent models predict that the total Milky Way satellite galaxy
populations consists of ∼100–300 systems (e.g., Tollerud et al.
2008; Koposov et al. 2008; Walsh et al. 2008; Jethwa et al.
2018; Newton et al. 2018; Kim et al. 2018; Drlica-Wagner et al.
2020; Nadler et al. 2020; Manwadkar & Kravtsov 2022; Nadler
et al. 2024). In addition, more than a dozen ultra-faint, com-
pact stellar systems have been discovered in the outer Milky
Way halo with a physical nature that is unclear (e.g., Koposov
et al. 2008; Balbinot et al. 2013; Kim et al. 2015; Mau et al.
2019; Cerny et al. 2021, 2023a,b; Smith et al. 2024). These
systems may be faint star clusters that formed in dwarf galaxies
that were accreted and disrupted (e.g., Malhan et al. 2022), or
they may be an extension of the dwarf galaxy population into

the small, hyper-faint regime (e.g., Manwadkar & Kravtsov
2022; Errani et al. 2023).

Thus far, the detection of ultra-faint Milky Way satellites
has been limited by the sensitivity and sky coverage of ob-
servational surveys (e.g., Koposov et al. 2008; Walsh et al.
2008; Drlica-Wagner et al. 2020; Homma et al. 2023). The
upcoming Legacy Survey of Space and Time (LSST) that will
be performed by the NSF-DOE Vera C. Rubin Observatory
is expected to greatly advance the frontier of ultra-faint satel-
lite discovery. LSST is an optical/near-infrared survey that is
expected to reach a coadded imaging depth of 𝑟 ∼ 27.5 mag
(S/N = 5, point-like sources) by the end of its 10-year mission
(Ivezić et al. 2019). This sensitivity is expected to enable the
detection of resolved stellar systems around the Milky Way
with surface brightnesses as faint as 𝜇𝑉 ∼ 32 mag arcsec−2

over a sky area covering ∼20,000 deg2 (Tollerud et al. 2008;
Hargis et al. 2014). Furthermore, the location of the LSST
footprint in the southern hemisphere provides additional sen-
sitivity to satellites of the Magellanic Clouds (e.g., Kallivayalil
et al. 2018; Patel et al. 2020). LSST is expected to take a signif-
icant step toward completing the census of the faintest known
galaxies (𝑀𝑉 ∼ 0 mag) out to the virial radius (∼300 kpc) of
the Milky Way (e.g., Newton et al. 2018; Nadler et al. 2019).

Previous estimates for the observational sensitivity of
LSST to ultra-faint Milky Way satellites have been based on
high-level design specifications and/or the performance of pre-
cursor surveys (e.g., Tollerud et al. 2008; Hargis et al. 2014;
Nadler et al. 2019; Newton et al. 2018; Manwadkar & Kravtsov
2022). However, these estimates often overlook systematic ef-
fects involved in searches for resolved stellar systems, which
can have a non-trivial dependence on survey depth. In par-
ticular, distinguishing faint stars in the Milky Way halo from
faint, barely resolvable background galaxies is a major obser-
vational challenge when conducting studies of faint, resolved
stellar systems using ground-based optical surveys. Back-
ground galaxies greatly outnumber stars even at high Galactic
latitudes in surveys with limiting magnitudes of 𝑟 ≳ 24 mag.
Poor star-galaxy separation efficiency can therefore lead to
a significant population of misclassified background galaxies
leaking into a stellar sample, which reduces the sensitivity and
increases the contamination rate of satellite searches using
resolved stars (e.g., Fadely et al. 2012; Sevilla-Noarbe et al.
2018; Slater et al. 2020). According to Fadely et al. (2012),
even in the idealized case where background galaxies with full
width at half maximum (FWHM) ≳ 0.2 arcsec can be mor-
phologically resolved, the number of unresolved galaxies will
still outnumber Milky Way field stars at 𝑟 ≳ 23.5. LSST will
have a median seeing that is significantly larger than this ideal-
ized limit (FWHM ∼ 0.7 arcsec; Ivezić et al. 2019), leading to
the risk that unresolved background galaxies could be a dom-
inant contributor to “point-source” catalogs at even brighter
magnitudes (e.g., Slater et al. 2020).
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In this analysis, we make rigorous projections for the per-
formance of LSST accounting for observational systematics
and the efficiency of real-world search algorithms. In par-
ticular, we apply a simple isochrone matched-filter algorithm
(Bechtol et al. 2015; Drlica-Wagner et al. 2020) to search for
simulated Milky Way satellites injected into object catalogs
generated from simulated LSST images processed with the
LSST Science Pipelines1 as part of the LSST Dark Energy
Science Collaboration (DESC) Data Challenge 2 (DC2; Abol-
fathi et al. 2021). Access to these data was provided through
the Rubin Science Platform (RSP) in the context of Rubin Data
Preview 0.1 (DP0.1).2 We quantitatively measure the observa-
tional selection function, which incorporates realistic survey
depth and star/galaxy separation as determined by the LSST
Science Pipelines. We simulate the resolved stellar popula-
tions of 105 Milky Way satellites and assess the detectability
of each satellite based on its physical properties. We quan-
titatively evaluate the effect of star/galaxy separation on the
search for resolved stellar systems around the Milky Way by
studying several star/galaxy separation scenarios. The first
scenario uses the star/galaxy separation criteria implemented
in DC2 by the LSST Science Pipelines, which follows the
procedure developed for Hyper Suprime-Cam Subaru Strate-
gic Program (HSC SSP; Bosch et al. 2018). The second
scenario assumes perfect star/galaxy classification and uses
the true object classification from the input source catalogs.
Following Drlica-Wagner et al. (2020), we summarize our pre-
dicted LSST satellite sensitivity functions as both an analytic
approximation and a machine-learning model for the detec-
tion probability as a function of physical size, heliocentric
distance, and absolute magnitude. Finally, we use this se-
lection function in combination with the Milky Way satellite
population model from Nadler et al. (2020) to predict the pop-
ulation of Milky Way satellite galaxies that will be observed
by LSST. This work complements previous studies in the lit-
erature (e.g., Tollerud et al. 2008; Hargis et al. 2014; Newton
et al. 2018; Nadler et al. 2020; Manwadkar & Kravtsov 2022)
by providing a more rigorous, simulation-based estimate of
the observational sensitivity expected from LSST.

This paper is organized as follows. In Section 2, we de-
scribe the DC2 simulations and our simulated Milky Way
satellites. In Section 3, we briefly describe our matched-filter
search algorithm and the analysis pipeline applied to the sim-
ulated LSST data. In Section 4, we present the observational
selection function derived from our study, and in Section 5
we make projections for the population of Milky Way satel-
lite galaxies that will be observed by LSST. We conclude in
Section 6.

1 https://pipelines.lsst.io/
2 https://dp0-1.lsst.io/

2 DATA SET

2.1 Simulated LSST Data

The starting point for our analysis is simulated data from
LSST DESC DC2, an end-to-end simulated sky survey devel-
oped in preparation for extragalactic analyses of LSST data
(Abolfathi et al. 2021; LSST DESC et al. 2022). Input ob-
ject samples were assembled from an N-body simulation of
large-scale structure populated with galaxies (i.e., the Cos-
moDC2 synthetic galaxy catalog based on the Outer Rim sim-
ulations; Korytov et al. 2019; Heitmann et al. 2019) and a
stellar population simulated to mimic the Milky Way bulge,
disk, and halo (i.e., based on galfast; Jurić et al. 2008). DC2
consists of five years of simulated LSST observations gener-
ated with then-current estimates of the survey cadence and
environmental conditions (minion 1016; Jones et al. 2015).
Realistic images were simulated by the imSim software,3 and
processed with the LSST Science Pipelines to correct for sim-
ulated instrument signatures and produce object catalogs. The
simulated DC2 sky survey includes six optical bands, ugrizy,
covering ∼300 deg2 of the LSST wide-fast-deep (WFD) foot-
print, as well as a deep drilling field (DDF) of approximately
1 deg2. The median S/N = 5 magnitude limits for point-like
sources in the DC2 WFD simulations are 𝑔 = 27.0 mag and
𝑟 = 26.8 (Figure 1).

The DC2 simulations have no throughput variation over
the focal plane or between visits, so joint photometric and
astrometric calibration across visits is not performed. Conse-
quently, the standard passbands for the LSST filters are simply
the total throughputs used in the simulations and were derived
by the Rubin systems engineering team.4 We used these same
throughputs to generate the stellar populations of simulated
dwarf galaxies as described in Section 2.4.

2.2 Data Access

We accessed and analyzed the DC2 data through the RSP
hosted on the Interim Data Facility (IDF) in the context of the
first data preview (DP0.1) released in the period leading up
to the start of LSST (Guy et al. 2023). The goals of DP0.1
were to serve as an early integration test of the LSST Science
Pipelines with the RSP, and to enable members of the scientific
community to begin early preparations for science with LSST.
DP0.1 was hosted on the IDF and access was provided through
the RSP, which includes a set of integrated web-based appli-
cations, services, and tools to query, visualize, subset, and
analyze LSST data (O’Mullane et al. 2021). The ∼300 deg2

WFD data set from DC2 was ingested and adopted as the pri-

3 https://github.com/LSSTDESC/imSim/releases/tag/v0.6.2
4 https://github.com/lsst/throughputs/tree/DC2production

https://pipelines.lsst.io/
https://dp0-1.lsst.io/
https://github.com/LSSTDESC/imSim/releases/tag/v0.6.2
https://github.com/lsst/throughputs/tree/DC2production
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Figure 1. The simulated LSST DESC DC2 footprint covers ∼300 deg2 of the high Galactic latitude sky. Maps of the S/N = 5 magnitude limit
for point-like sources in the 𝑔-band (left) and 𝑟-band (right) show the uniformity and depth of the WFD portion of DC2. The median S/N = 5
magnitude limits for point-like sources are 𝑔 = 27.0 mag and 𝑟 = 26.8 mag.

mary data set for DP0.1.5 In addition to the simulated output
catalogs, DP0.1 contains a truth matched catalog to access
properties of the astronomical objects used as input to DC2.
All analyses presented in this paper were performed using the
RSP on the IDF, and a discussion of how we optimized our
analysis to run on the RSP is provided in Appendix A.

2.3 Catalog Characterization

Following the procedure described in Drlica-Wagner et al.
(2020), we characterized the key photometric properties of the
DC2 catalog (i.e., photometric uncertainty, detection proba-
bility, and star/galaxy classification efficiency as a function
of magnitude) to generate consistent catalog-level simulations
of Milky Way satellites that can be combined with the DC2
object catalogs (Section 2.4).

To quantify star/galaxy separation efficiency, we selected
a ∼3 deg2 region of the DC2 WFD footprint centered on
(R.A.,Dec.) = (62 deg,−37 deg). Within this region, we
selected a set of well-measured objects with truth matches and
𝑔- and 𝑟-band magnitude error, 𝜎𝑔,𝑟 < 0.2 (S/N ≳ 5). We per-
formed a simple star/galaxy separation based on the measured
EXTENDEDNESS parameter (Bosch et al. 2018; LSST DESC
et al. 2022). The EXTENDEDNESS is a boolean classification
variable defined from the difference between the point spread
function (PSF) magnitude and the CModel magnitude for ob-
jects. Point-like sources are have EXTENDEDNESS = 0, while
extended galaxies have EXTENDEDNESS = 1 (LSST DESC
et al. 2022). To characterize the detection efficiency, we also
tracked all stars in the region that were truth matched regardless
of whether they passed our 𝜎𝑔,𝑟 < 0.2 threshold. We binned
these populations in true 𝑟-band magnitude to derive the stel-

5 https://dp0-1.lsst.io/data-products-dp0-1

lar detection efficiency, stellar classification efficiency, and the
simultaneous combination of the two (Figure 2). We find a
steep drop in stellar classification efficiency by 𝑟 ∼ 26 mag.

To derive a model for the photometric uncertainty as a
function of object magnitude and survey depth, we used the
measured magnitude uncertainties of stars in combination with
S/N = 5 magnitude limit depth maps generated from the input
images (Figure 1). The magnitude limit maps were generated
from the simulated observing properties of the DC2 simula-
tions using the suprême package6. We compute the median of
the logarithm of the 𝑟-band magnitude uncertainty as a func-
tion of the difference between the true input 𝑟-band magnitude
of the simulated object and the value of the magnitude limit
map at the location of the object, Δ𝑟 = 𝑟 − maglim(𝑟) (Fig-
ure 2). This model for the expected magnitude uncertainty as
a function of magnitude and survey magnitude limit is applied
to the simulated satellite member stars to generate realistic
photometric scatter in magnitude and color (Section 2.4).

2.4 Simulated Satellites

We generated artificial Milky Way satellites as collections
of individually resolved stars to determine the detection effi-
ciency of our isochrone matched-filter search. We randomly
sampled values for each satellite’s stellar luminosity, helio-
centric distance, physical size, ellipticity, position angle, age,
and metallicity (Table 1). These parameters were selected to
broadly represent the characteristics of the known population
of Milky Way satellites (e.g., Pace 2024). Generating satel-
lites over a wide range of parameter space ensures that the
detection efficiency can be calculated in an unbiased manner.
The satellites were spread across the DC2 footprint, with some

6 https://github.com/LSSTDESC/supreme/

https://dp0-1.lsst.io/data-products-dp0-1
https://github.com/LSSTDESC/supreme/
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Figure 2. Characteristics of the simulated stellar catalog in a ∼3 deg2 region of DC2. We show the photometric performance as a function of
the true 𝑟-band magnitude of simulated stars and the difference with respect to the 𝑟-band magnitude limit, Δ𝑟 = 𝑟 −maglim(𝑟). (Left) Detection
efficiency and star/galaxy separation efficiency models based on the input truth and measured output from DC2. Star/galaxy classification is
performed using the EXTENDEDNESS parameter output by the LSST Science Pipelines. Note the steep drop in stellar classification efficiency at
𝑟 ∼ 26 mag. (Right) Photometric uncertainty of stars as a function limiting magnitude. The red line shows the median photometric uncertainty
as a function of 𝑟, while the gray histogram shows the full distribution. This model is used to assign photometric uncertainties to simulated
satellite member stars. In both panels, the gray dotted line indicates the 𝑟-band magnitude limit of DC2 at S/N = 5 (𝑟 = 26.8 mag).
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Figure 3. Simulated LSST color–magnitude diagram of stars associated with a simulated Milky Way satellite (red points; 𝑀𝑉 = −0.3 mag,
𝐷 = 91 kpc) and the density of simulated objects from DESC DC2 that are classified as stars (gray background). The left panel uses a measured
star/galaxy classification based on the EXTENDEDNESS parameter while the right panel assumes a perfect star/galaxy separation. The red solid
line shows our isochrone selection region, and the dashed red line indicates the magnitude cut at 𝑔 < 26 mag and 𝑟 < 26 mag that is applied in
our analysis. The population of faint (𝑔 ≳ 25 mag), blue (𝑔− 𝑟 ≲ 0.25) background galaxies that are mis-classified as stars presents a significant
contamination in searches for faint Milky Way satellites.

satellites placed slightly outside the boundary of the footprint.

Satellites were simulated at the catalog level as a collection
of individually resolved stars. This assumption is motivated

by the range of physical sizes and distances of the satellites
that we simulate, along with expectations for the FWHM of the
LSST PSF. It has been found that full image simulations are



6 Tsiane, Mau, Drlica-Wagner et al.

necessary to capture the effects of blending on compact sys-
tems at larger distances (e.g., Mutlu-Pakdil et al. 2021; Zhang
et al. 2025). We simulated stellar catalogs using estimates
for the object detection completeness, star/galaxy separation,
and photometric uncertainty derived from the DC2 catalogs
(Section 2.3; Figure 2). To maintain realism, a probabilistic
model was used for the spatial and flux distributions of stars
within a satellite. Spatial distributions were sampled from a
Plummer profile (Plummer 1911), which is a good descrip-
tion of the stellar distribution of observed Milky Way satellite
galaxies (Simon 2019). In this work, we use 𝑎ℎ to indicate the
angular elliptical semi-major axis containing half the light (ar-
cmin) and 𝑟ℎ = 𝑎ℎ

√
1 − 𝑒 to indicate the azimuthally averaged

angular half-light radius (arcmin), where 𝑒 is ellipticity. The
corresponding physical 2D sizes (pc) at heliocentric distance,
𝐷, are indicated with 𝑎1/2 and 𝑟1/2, respectively.

The simulated LSST bandpasses used for DC2 were inte-
grated into the Padova CMD interface to generate photometry
consistent with DC2.7 The initial masses of satellite member
stars were drawn from a Chabrier (2001) initial mass func-
tion (IMF), which has been found to be a reasonable descrip-
tion of known satellite galaxies (Simon 2019). These initial
masses were used to assign current absolute magnitudes from a
Marigo et al. (2017) isochrone. When sampling from the IMF,
the lower mass bound was set to the hydrogen-burning limit
of 0.08𝑀⊙ and the upper bound was set by the star with the
largest initial mass in the evolved isochrone (post-asymptotic
giant branch and white dwarf stars are excluded). Using the
Marigo et al. (2017) isochrones, we transformed from ini-
tial stellar mass to current absolute magnitude in the 𝑔 and
𝑟 bands of the DC2 photometric system, and then to appar-
ent magnitudes using the distance modulus of the simulated
satellite. Detectability, stellar classification probability, pho-
tometric scatter, and photometric measurement uncertainties
were assigned to each simulated star based on its true appar-
ent magnitude and the DC2 survey limiting magnitude at the
location that the star was injected following the procedures
described in Section 2.3. In this way, our simulated stellar
catalog mimics the DC2 catalog in detection efficiency, object
(mis-)classification, and photometric uncertainty, and thus it
can be combined with the DC2 catalog directly.

3 ANALYSIS

This section provides a general overview of the analysis
pipeline used to derive an observational selection function for
Milky Way satellite searches using LSST. The search was per-
formed on 105 simulated satellites. For each simulated satel-
lite, we queried the Rubin Table Access Protocol (TAP) service

7 http://stev.oapd.inaf.it/cgi-bin/cmd

Table 1
Parameter ranges for simulated satellites

Parameter Range Sampling Unit

Distance [5, 500] log kpc
Stellar mass [10, 106] log 𝑀⊙

2D half-light radius [1, 2000] log pc
Ellipticity [0.1, 0.7] linear . . .

Position Angle [0, 180] linear deg
Metallicity {1 × 10−4, 2 × 10−4} choice 𝑍/𝑍⊙

Age {10, 12, 13.5} choice Gyr

Note. — Distance, stellar mass and physical half-light radius are drawn
from uniform distributions in log space. Ellipticity and position angle are
drawn from a uniform distribution, while age and metallicity are discrete
choices. Isochrones were generated using the models of Marigo et al. (2017)
with an IMF from Chabrier (2001).

for catalog objects that were located ≤ 2 deg from the centroid
of the simulated satellite. We injected the simulated satellite
into the DC2 region and restricted the merged catalog to ob-
jects with magnitude error in the 𝑔 and 𝑟 bands of 𝜎𝑔,𝑟 < 0.2
(S/N ≳ 5). Furthermore, we imposed a magnitude cut of
𝑔 < 26 mag and 𝑟 < 26 mag on both our simulated satellites
and the DC2 data. This cut was imposed due to the sharp drop
in stellar classification efficiency at 𝑟 ∼ 26 mag (Figure 2).
Extending to fainter magnitudes resulted in higher contami-
nation from mis-classified galaxies and a higher false positive
rate for our isochrone matched-filter search (Section 4.1).

To explore the impact of star/galaxy classification effi-
ciency, we ran the analysis in two different configurations.
In the first, the star/galaxy classification was performed us-
ing the measured EXTENDEDNESS parameter: objects with
EXTENDEDNESS = 0 were classified as stars, and those with
EXTENDEDNESS = 1 were classified as background galaxies.
In the second configuration, the star/galaxy classification in-
stead used the true object class from the simulation inputs.
The difference in star/galaxy classification efficiency was also
applied when generating simulated satellites—i.e., we gen-
erated two separate sets of satellite simulations applying the
measured and perfect star/galaxy classification efficiency. Ex-
ample color–magnitude diagrams of the objects passing these
selections for one simulated satellite are shown in Figure 3.
Downstream analysis procedures were the same for these two
different star/galaxy separation procedures.

No interstellar extinction corrections were applied to the
DC2 data in this analysis. The DC2 footprint is located at
high Galactic latitude where reddening is minimal, and we
find that applying extinction corrections to the data resulted
in a negligible (∼0.25%) change in the significance at which
simulated satellites are detected.

http://stev.oapd.inaf.it/cgi-bin/cmd
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3.1 Search Algorithm

Our automated, matched-filter search was implemented
as the simple algorithm developed for satellite searches in
the Dark Energy Survey (DES; Bechtol et al. 2015; Drlica-
Wagner et al. 2020).8 This algorithm works by applying an
isochrone filter in color–magnitude space to enhance the con-
trast of an old, metal-poor stellar system relative to a local
estimate of Milky Way foreground stars and mis-classified
background galaxies (Figure 3). The filtered stellar density
field was smoothed by a Gaussian kernel (𝜎 = 2 arcmin),
and we identified local density peaks by iteratively raising a
density threshold until there are fewer than 10 disconnected
regions above the threshold value. In practice, only the most
prominent of these stellar overdensities passed our minimal
statistical significance thresholds. At the central location of
each density peak, simple determines the angular size of a sur-
rounding circular aperture that maximizes the significance of
the density peak with respect to the distribution of field stars.
This is done by iterating through apertures with radii ranging
from 0.01 deg to 0.30 deg. simple computes the characteristic
local density by counting stars in an annulus from 0.3 deg to
0.5 deg. This characteristic local density is then used in com-
bination with the aperture size to predict the expected number
of stars in the source field. The actual observed counts are
then calculated. The primary output is a list of candidates and
associated Poisson detection significance, SIG, which ranges
between 0 ≤ SIG ≤ 37.5. The upper limit here corresponds
to a numerical limit of the inverse survival function of the
normal distribution in scipy, which is itself calculated from
the multivariate survival function of the expected number of
stars and number of observed stars. This process was repeated
for every computed aperture, and the maximum SIG value is
reported as the detection significance.

To estimate the LSST observational selection function, we
ran the search on regions of interest centered on each injected
satellite. Furthermore, we fixed the distance modulus of the
search to the true distance modulus of the injected satellite
rather than scanning over distance moduli. This approach sig-
nificantly reduced the computational cost to a level that is eas-
ily achievable on the IDF (see Appendix A). Past studies have
found that these simplifying choices introduce trivial changes
in the measured significance relative to what would be esti-
mated from a rigorous uninformed scan in distance modulus
(Drlica-Wagner et al. 2020). The broad isochrone selection
performed by simple was centered around a Bressan et al.
(2012) isochrone with an age of 12 Gyr and metallicity of
𝑍 = 0.0002. The apparent 𝑔- and 𝑟-band magnitudes for this
isochrone were calculated in the DES filter bandpasses (DES
Collaboration et al. 2018). We verify that the inconsistency
between the isochrone and bandpasses used for the satellite

8 https://github.com/sidneymau/simple_adl/tree/kb
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Figure 4. Spatial clustering in the distribution of mis-classified
galaxies can increase the rate of false positives in Milky Way satel-
lite searches. We show how the detection significance of blank-sky
regions changes when the spatial positions of DC2 objects classi-
fied as stars are randomly shuffled, ΔSIG = SIGDC2 − SIGrand. We
find a noticeable tail to larger ΔSIG values when we use the mea-
sured star/galaxy separation (black solid line) compared to idealized
star/galaxy separation (red dashed line).

simulations (Section 2.4) and the search has a negligible ef-
fect (∼0.5% change in detection significance) due to the broad
selection that simple applies around this isochrone (Figure 3).
For each of the 105 injected satellites, we store the detection
significance along with the right ascension, declination, dis-
tance modulus of the most significant peak. We also store the
angular size of the circular aperture that maximizes the de-
tection significance, the number of stars observed within that
aperture, and the number of stars expected within the aperture
given the characteristic local density estimate. Finally, we
store the number of stars observed within a best-estimate of
the half-light radius.

Our light-weight implementation of the simple algorithm
does not incorporate knowledge of the observational coverage
of the DC2 footprint. This leads to false-positive detections
on the edges of the DC2 footprint where the catalog density
changes abruptly. These edge cases were filtered out of this
analysis, since they will be dealt with more rigorously in the
analysis of real data (e.g., Drlica-Wagner et al. 2020). Satel-
lites that are very large (having an angular size 𝑟ℎ ≳ 2 deg)
have a low detection significance because the algorithm strug-
gles to differentiate between the source and background stellar
populations, since the entire aperture is filled with satellite
member stars. These large systems have low detection proba-
bility in our analysis, but large and moderately bright systems
have been discovered through other search techniques.9

9 Proper motions and variable stars are powerful observational tools to

https://github.com/sidneymau/simple_adl/tree/kb
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3.2 Foreground/Background Model

The simple algorithm uses an outer annulus to model the
distribution of foreground and background objects. It interpo-
lates this background model to the region of interest assuming
a uniform spatial distribution and no variation in the color–
magnitude distribution of objects (Section 3.1). Interpreting
the detection significance as a Gaussian 𝑝-value to yield the
chance probability of a false positive detection relies on the
assumption that our uniform background model is the correct
model for the data. Deviations from this assumption (i.e., spa-
tial or photometric structure in the background) can bias our
results and lead to an increased false positive rate.

To test the validity of the background model, we performed
a null test where we ran the search on 1000 randomly selected
regions of the DC2 field without injecting any simulated satel-
lite. For each region, we ran simple and stored the most
significant detection. We then randomized the positions of
the DC2 objects and reran simple, storing the most significant
detection in the randomized field. We calculated the change
in significance, ΔSIG = SIGorig − SIGrand, where we expect
ΔSIG = 0 on average if the DC2 background is uniform. This
process was done separately for the analyses using measured
star/galaxy separation and perfect star/galaxy separation.

We show the results of our background null tests in Fig-
ure 4. We find that with perfect star/galaxy separation, there
is little bias toward positive or negative changes in the sig-
nificance when the DC2 objects are randomized. However,
when using measured star/galaxy separation, we find a notice-
able bias towards higher significance with the non-randomized
background. This suggests that the measured star/galaxy sep-
aration is introducing a tendency to measure higher signifi-
cances in blank-sky regions than would be expected from a
uniform background field with the same photometric infor-
mation. One possible explanation for this result is that the
leakage of mis-classified galaxies into the stellar sample may
introduce a spatially structured background due to the large-
scale structure of galaxies. These results are discussed further
in Section 4.1.

4 OBSERVATIONAL SELECTION FUNCTION

We present the results of our DC2 analysis in the form
of an observational selection function that describes the de-
tectability of a satellite as a function of its physical properties
(e.g., Koposov et al. 2008; Walsh et al. 2008; Drlica-Wagner
et al. 2020). The observation selection function describes the
probability that a satellite will have a measured detection sig-
nificance that is greater than a given threshold (i.e., SIG > 5.5)

discover extended, low-surface-brightness systems, as demonstrated in the
discovery of the Antlia II satellite (𝑟ℎ ≳ 1 deg; Torrealba et al. 2019).

as a function of its heliocentric distance (𝐷), absolute 𝑉-band
magnitude (𝑀𝑉 ), and azimuthally averaged projected physical
half-light radius (𝑟1/2). We present two different parameter-
izations of the observational selection function: an analytic
approximation of the 50% detection efficiency contour and a
machine learning model describing the full range of detectabil-
ity.

4.1 Effects of Star/Galaxy Classification

We define our canonical sample of detected objects as
those that were recovered with SIG > 5.5, consistent with
the threshold imposed by Drlica-Wagner et al. (2020) when
analyzing the DES Y3 and Pan-STARRS1 data sets. Drlica-
Wagner et al. (2020) motivated the choice of this threshold
value in two ways. Firstly, the observed number of uncon-
firmed candidates was found to increase rapidly if the threshold
was reduced. Secondly, systems detected above this threshold
could be unambiguously classified as genuine stellar systems
or obvious survey artifacts (see Appendix D of Drlica-Wagner
et al. 2020). We plot our resulting selection functions in Fig-
ures 5 and 6. We overplot the parameterized 50% detection
efficiency contours (Section 4.2) from our analyses and the
DES Y3 search to illustrate the projected increase in satellite
sensitivity due to increases in survey depth from LSST. While
LSST is more sensitive at all distances, the gains are most ap-
preciable at distances 𝐷 > 64 kpc. We find that the difference
between measured and perfect star/galaxy separation has a rel-
atively minor impact on the 50% detection efficiency contour,
which is most significant for faint (𝑀𝑉 ∼ 0 mag), compact
(log10 (𝑟1/2/pc) ≲ 1.0), and distant (𝐷 ≳ 128 kpc) systems.

While the 50% detection efficiency contours are reason-
ably similar for the measured and perfect star/galaxy sepa-
ration analyses, we note that the false positive rate (i.e., the
fraction of blank fields that are detected with SIG > 5.5) is
appreciably higher with the measured star/galaxy separation.
This can be seen by comparing the top right corners of Fig-
ures 5 and 6. In this regime, the injected satellites are far too
faint and diffuse to be detected by simple. However, ∼ 20% of
these injected satellites are “detected” above the significance
threshold when the measured star/galaxy classification is used
(Figure 5). Quantitatively, we find that the false positive rate is
2.3% using perfect star/galaxy separation compared to 22.4%
using measured star/galaxy separation. This is a direct result of
the bias shown in Figure 4, which shows that using the mea-
sured star/galaxy separation results in a non-negligible bias
toward high SIG values. Interestingly, Figure 5 shows that
the false positive rate appears to depend on the heliocentric
distance of the simulated satellite. As discussed in Section 3,
we fixed the distance modulus of the simple search at the true
distance modulus of the injected satellite. For satellites at in-
termediate and large distances, this leads to a larger overlap of



Detectability of Milky Way Satellites by Rubin Observatory 9

0

1

2

3

lo
g 1

0
(r

/p
c)

8 < D < 16 kpc

10 5 0
MV

16 < D < 32 kpc

10 5 0
MV

32 < D < 64 kpc

10 5 0
MV

0

1

2

3

lo
g 1

0
(r

/p
c)

64 < D < 128 kpc

10 5 0
MV

128 < D < 256 kpc

10 5 0
MV

256 < D < 512 kpc

0.0

0.2

0.4

0.6

0.8

1.0

D
et

ec
tio

n 
E

ff
ic

ie
nc

y

Measured star/galaxy separation
LSST Ideal LSST Measured LSST Corrected DES

Figure 5. Detection efficiency of searches for simulated Milky Way satellites in DC2 using measured star/galaxy information. Detection
efficiency is reported as a function of azimuthally averaged physical half-light radius, and absolute V-band magnitude in six different bins
of heliocentric distance (logarithmically spaced from 8 kpc to 512 kpc). Detection efficiency ranges from 0% (purple) to 100% (yellow).
Overplotted are 50% detection efficiency contours for: DES (black dashed line), measured star/galaxy classification with an adjusted detection
threshold of SIG > 8.4 (red dotted line), measured star/galaxy classification with a threshold of SIG > 5.5 (red dot-dash line) and perfect
star/galaxy classification with a threshold of SIG > 5.5 (red dashed line). The greatest gains relative to previous surveys are found for faint and
relatively compact objects at larger distances (𝐷 ≥ 64 kpc).

the isochrone filter with the locus of background galaxy con-
tamination in the color–magnitude diagram (Figure 3). Such
contamination could be further mitigated by more advanced
satellite search algorithms—e.g., algorithms that incorporate
information about the expected IMF of stellar systems (e.g.,
Bechtol et al. 2015; Drlica-Wagner et al. 2020).

To perform a more rigorous comparison between the selec-
tion efficiencies assuming the measured and perfect star/galaxy
classification, we adjusted the detection threshold for the anal-
ysis using the measured star/galaxy classification to match the
false positive rate of the perfect star/galaxy classification anal-
ysis. This was achieved by raising the detection threshold from
SIG > 5.5 to SIG > 8.4 when using the measured star/galaxy
classification, yielding a false positive rate of 2.3%. The re-
sulting 50% detection efficiency using the higher threshold
(red dotted line in Figures 5 and 6) is noticeably shallower
than the 50% detection efficiency with the lower threshold
(red dashed line), although both are appreciably deeper than

DES (black dashed line). The drop in efficiency resulting from
requiring a higher detection threshold emphasizes the impor-
tance of star/galaxy classification when it comes to searches
for resolved stellar systems with LSST.

4.2 Analytic Approximation

A simple analytic approximation of the 50% detection ef-
ficiency contour is a sufficient description of the sensitivity
of previous searches for some applications (Koposov et al.
2008; Walsh et al. 2008; Drlica-Wagner et al. 2020). Fol-
lowing Drlica-Wagner et al. (2020), we parameterize the 50%
detection efficiency contour, 𝑃det,50, at fixed distance by:

log10 (𝑟1/2) =
𝐴0 (𝐷)

𝑀𝑉 − 𝑀𝑉,0 (𝐷) + log10 (𝑟1/2,0 (𝐷)) (1)

where 𝑟1/2 is in units of pc, 𝑀𝑉 is in units of mag, and D is
in units of kpc. We fit the three distance-dependent constants,



10 Tsiane, Mau, Drlica-Wagner et al.

0

1

2

3

lo
g 1

0
(r

/p
c)

8 < D < 16 kpc

10 5 0
MV

16 < D < 32 kpc

10 5 0
MV

32 < D < 64 kpc

10 5 0
MV

0

1

2

3

lo
g 1

0
(r

/p
c)

64 < D < 128 kpc

10 5 0
MV

128 < D < 256 kpc

10 5 0
MV

256 < D < 512 kpc

0.0

0.2

0.4

0.6

0.8

1.0

D
et

ec
tio

n 
E

ff
ic

ie
nc

y

Ideal star/galaxy separation
LSST Ideal LSST Measured LSST Corrected DES

Figure 6. Similar to Figure 5, but showing observational selection function assuming perfect star/galaxy classification that uses the true object
class. Overplotted are 50% detection efficiency contours for: DES (black dashed line), measured star/galaxy classification with an adjusted
detection threshold of SIG > 8.4 (red dotted line), measured star/galaxy classification with a threshold of SIG > 5.5 (red dot-dash line) and
perfect star/galaxy classification with a threshold of SIG > 5.5 (red dashed line). The largest impact of the star/galaxy classification efficiency
occurs for faint satellites at larger distances.

𝐴0, 𝑀𝑉,0, and 𝑟1/2,0, in each of six heliocentric distance bins
from 8 kpc to 512 kpc. The constants 𝑀𝑉,0 and 𝑟1/2,0 represent
asymptotic limits in absolute magnitude and physical half-light
radius as a function of satellite distance. The scale parameter,
𝐴0, describes the “radius of curvature” of the 𝑃det,50 contour
at a given distance. We plot the contours as the dashed lines
in Figures 5 and 6, and we provide the values of the best-fit
coefficients in Table 2.

4.3 Machine Learning Model

While the analytic satellite sensitivity function described
in Section 4.2 has been found to be a sufficient description of
the search sensitivity for some applications, it does not fully
characterize the intermediate region between 0% and 100%
detection efficiency. This is overcome by characterizing the
sensitivity of our search algorithm with a machine learning
algorithm that learns the full behavior of the observational

selection function10.

Following the procedure described in Section 7.2 of Drlica-
Wagner et al. (2020), we trained a gradient-boosted decision
tree classifier to predict the probability of detecting a satel-
lite as a function of its physical properties: absolute 𝑉-band
magnitude, azimuthally averaged projected physical half-light
radius, and distance. This is a binary classification prob-
lem, where we predict the relationship between a set of input
features, ®𝑋 , and a set of labels, ®𝑌 . Each simulated satellite
represents a training instance, 𝑖, with its physical properties
comprising the feature vector, ®𝑋𝑖 . Satellites are labelled as
detected (𝑌𝑖 = 1) or undetected (𝑌𝑖 = 0) based on the de-
tection criteria described in Section 4.1. Our classifier was
then trained to output the probability that a satellite would be
detected.

Our gradient-boosted decision tree classifier was trained
using XGBoost (Chen & Guestrin 2016) and scikit-learn

10 https://github.com/LSSTDESC/dc2_satellite_census

https://github.com/LSSTDESC/dc2_satellite_census
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Table 2
Parameterization of the 50% Detection Efficiency Contours for LSST.

Distance 𝐴0 𝑀𝑉,0 log10 (𝑟1/2,0/pc)
(kpc) (mag)

Idealized Star/Galaxy (SIG > 5.5)
11.3 22.7 10.0 4.0
22.6 24.7 10.0 4.3
45.2 25.1 8.7 4.7
90.5 24.4 7.6 5.0
181 11.0 3.2 4.4
362 8.6 0.2 4.7

Measured Star/Galaxy (SIG > 5.5)
11.3 22.4 10.0 3.9
22.6 25.3 10.0 4.3
45.2 31.6 9.9 4.9
90.5 21.5 6.6 4.8
181 9.0 1.9 4.3
362 4.1 -1.2 3.9

Measured Star/Galaxy (SIG > 8.4)
11.3 25.0 10.0 4.0
22.6 30.8 10.0 4.6
45.2 20.7 6.9 4.4
90.5 23.4 5.8 5.0
181 14.3 2.1 4.8
362 6.5 -1.4 4.3

(Pedregosa et al. 2018) as follows:

1. Randomly split the simulated satellites into training and
test sets that contain 90% and 10% of the simulated
satellites, respectively.

2. Randomly split the training set from the previous step
into 𝑘 hold-out cross-validation subsets. We chose 𝑘 =

3 for this analysis by performing a manual grid search
over different numbers of cross-validation folds.

3. Train XGBClassifier using GridSearchCV to select
hyperparameters that produce the best test-set classifica-
tion score. Hyperparameters include the learning rate,
the number of trees, and the maximum tree depth

The trained XGBoost model can be used to predict the
probability that a satellite will be detected as a function of its
physical parameters. We proceed to use this model to predict
the number of Milky Way satellite galaxies that LSST will
observe based on a cosmological model of the Milky Way
satellite galaxy population.

5 SATELLITE GALAXY LUMINOSITY FUNCTION

To predict the population of Milky Way satellite galax-
ies that will be be observed by LSST, we combine the ob-
servational selection functions derived from our studies of
DC2 (Section 4), predictions for the depth and coverage of
the 10-year LSST WFD program, and a cosmological model

of the Milky Way satellite population (Nadler et al. 2020).11
We focus on predicting the number of satellite galaxies with
𝑀𝑉 < 0 mag and 𝑟1/2 > 10 pc that LSST will detect within the
virial radius of the Milky Way halo (assumed to be 300 kpc) as
a function of satellite luminosity. Note that our predicted lumi-
nosity function assumes an anisotropic distribution of satellite
galaxies. The galaxy–halo model inference was conditioned
on the presence of the Large Magellanic Cloud (LMC), with
the sky position and distance of the LMC fixed to its measured
value, such that it lies at the correct angular position relative
to the LSST footprint (Nadler et al. 2020). In contrast to some
previous analyses (Drlica-Wagner et al. 2020; Nadler et al.
2020), we neglected an explicit dependence of search sensi-
tivity on stellar density, and thus on angular position within
the LSST footprint. The DC2 footprint is located at high
Galactic latitude, giving us little ability to assess the impact of
variations in stellar density on the observational sensitivity of
LSST. Furthermore, photometry in more crowded fields is an
area of ongoing development in the LSST Science Pipelines.

We estimate the coverage and depth of the 10-year LSST
WFD program using the baseline v4.0 operations simula-
tion.12 This model reflects the current understanding of the
Rubin system throughput and LSST observing strategy, and it
represents a significant update from the operations simulation
used to generate DC2 (minion 1016; Jones et al. 2015). We
compared the measured depth of the DC2 simulations to the
WFD region of the baseline v4.0 survey, and we find com-
parable median depths in the 𝑔- and 𝑟-bands. Thus, we restrict
the baseline v4.0 footprint to regions where the S/N = 5
point-source depth in the 𝑔- and 𝑟-band depth is ≥ 26 mag
to reflect the cut that was applied on our DC2 satellite anal-
ysis (Section 3). In addition, we masked regions of the sky
where we expect Milky Way satellite discovery to be com-
plicated due to interstellar dust, 𝐸 (𝐵 − 𝑉) > 0.2 (Schlegel
et al. 1998), or close associations with other astronomical sys-
tems. Following Section 6.1 of Drlica-Wagner et al. (2020),
these astronomical associations include regions around bright
stars (Hoffleit & Jaschek 1991), globular clusters of the Milky
Way and Magellanic Clouds (Harris 1996, 2010 edition; Bica
et al. 2008), open clusters (WEBDA)13, and nearby galaxies
that are resolved into individual stars (Corwin 2004; Nilson
1973; Webbink 1985; Kharchenko et al. 2013). The resulting
footprint has an area of∼ 18,300 deg2 and is shown in Figure 7.

We used the galaxy–halo model from Nadler et al. (2020)
to predict the number of satellites within the LSST WFD
footprint that would be detectable given our observational se-
lection functions. The galaxy–halo model from Nadler et al.
(2020) has eight parameters that associate luminous satellite

11 https://github.com/eonadler/subhalo_satellite_

connection
12 https://survey-strategy.lsst.io/baseline/index.html
13 https://webda.physics.muni.cz

https://github.com/eonadler/subhalo_satellite_connection
https://github.com/eonadler/subhalo_satellite_connection
https://survey-strategy.lsst.io/baseline/index.html
https://webda.physics.muni.cz
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Figure 7. Geometric masks applied to predict the population of Milk Way satellite galaxies that will be observable by LSST. Colored regions
are removed from our analysis either because they lie outside the LSST WFD footprint (dark blue), have interstellar extinction 𝐸 (𝐵 −𝑉) > 0.2
in the Schlegel et al. (1998) dust map (light blue), or are associated with previously known stellar overdensities, galaxy clusters, or bright stars
(green). The total unmasked area is ∼18,300 deg2.

galaxies with dark matter subhalo properties and model the
effects of baryonic physics on subhalo disruption. We sum-
marize the relevant features of that model here.

The galaxy–halo model includes an abundance-matching
procedure that monotonically relates the mean satellite galaxy
luminosity to subhalo peak maximum circular velocity. The
model assigns satellite luminosities by abundance matching
to the GAMA survey (Loveday et al. 2015) at the bright end
(𝑀𝑉 < −13 mag) and performing a power-law extrapolation
for fainter satellites with a faint-end slope and log-normal
scatter fit to the Milky Way satellite population. This simple,
empirical prescription is not sensitive to the post-infall stellar
mass growth of satellite galaxies, but it has been found to be
consistent with current data (e.g., Nadler et al. 2020). Further-
more, the galaxy–halo model follows Graus et al. (2019) in
modeling the galaxy occupation fraction (i.e., the fraction of
subhalos that host galaxies of any mass) as a sigmoid function
defined by a peak mass at which 50% of subhalos host galaxies
and a free slope.

Satellite galaxy sizes are generated by extrapolating a mod-
ified version of the mean galaxy size to halo virial radius re-
lation of Kravtsov (2013) to fainter magnitudes. This model
is implemented as a power-law relationship parameterized by
an amplitude and power-law index with a scatter implemented
as an additional free parameter (Nadler et al. 2020). The size
model corresponds to satellite galaxy sizes before accretion
onto the Milky Way, since post-infall size evolution due to
tidal stripping is found to have no appreciable impact on the
observed satellite size distributions even in the most extreme
cases (e.g., Appendix A.4 of Nadler et al. 2020; Errani &
Peñarrubia 2020; Kim & Peter 2021).

Finally, the model accounts for subhalo disruption due to
the tidal influence of the Galactic disk. This effect is cap-
tured as the probability of disruption, modeled by applying a
random forest algorithm trained on hydrodynamic simulations
of subhalo populations (Garrison-Kimmel et al. 2017; Nadler
et al. 2018). We note that this model may need to be revised
in the future given the complex relationship between the dis-
ruption of subhalos and the observed stellar component of the
galaxies that they host (e.g., Shipp et al. 2024).

To predict the characteristics of the Milky Way satellite
galaxy population that will be observable with LSST, we sam-
ple from the posteriors of the galaxy–halo model parameters
that were derived by fitting to data from DES and PS1 (Nadler
et al. 2020). This analysis compares the observed data to
model predictions from two Milky-Way-like host halos simu-
lated using high-resolution dark matter-only zoom-in simula-
tions (Mao et al. 2015). The Milky Way satellite population
deviates from what is expected from halos of similar mass due
to the presence of the LMC, which contributes its own satellite
population to the Milky Way population (Lynden-Bell 1976;
D’Onghia & Lake 2008; Lu et al. 2016; Dooley et al. 2017).
Thus, the two host halos were selected to have an LMC analog
with realistic internal and orbital properties. The host halos
have virial masses of 1.26 and 1.57 × 1012𝑀⊙ , which does
not fully cover the plausible mass range of the Milky Way
[1.0, 1.8] × 1012𝑀⊙ (Callingham et al. 2019; Cautun et al.
2020; Li et al. 2019). Since the subhalo abundance scales lin-
early with the Milky Way mass, the model is unable to capture
the full possible extent of the Milky Way satellite population.
However, recent efforts to simulate a larger family of tailored
Milky-Way-like simulation (including the full range of likely
Milky Way halo mass) should allow more accurate probes of
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the subhalo abundance at small scales in future work (e.g.,
Buch et al. 2024).

We present the predicted LSST luminosity function in Fig-
ure 8, which shows the cumulative number of satellites brighter
than a specific absolute magnitude. We show the population
statistics with different weights applied based on the detec-
tion probabilities for each of the scenarios that our machine-
learning classifier is trained on: using perfect star/galaxy sep-
aration, observed star/galaxy separation and a corrected ob-
served star/galaxy separation. We sample the posteriors on the
galaxy–halo model parameters 104 times, with each sample re-
turning two Milky-Way-like satellite population realizations.
Since our galaxy–halo model is conditioned on the existence
of the LMC, the predicted luminosity function is restricted to
always detect the LMC, hence errors are not Poissonian at the
bright end. The galaxy–halo model from Nadler et al. (2020)
predicts that the Milky Way has 220 ± 50 satellite galaxies
with 𝑀𝑉 ≲ 0 mag and 𝑟1/2 > 10 pc within 300 kpc. We ap-
ply the LSST WFD footprint and survey selection function
to predict the number of satellites that will be detected by
LSST. We find that LSST will detect 89± 20 satellite galaxies
assuming perfect star/galaxy separation or 83 ± 18 (67 ± 14)
satellite galaxies assuming measured (corrected) star/galaxy
separation, where “corrected” refers to the higher satellite de-
tection significance required to reduce the false positive rate
(Section 4.1). These values correspond to the mean and stan-
dard deviation calculated by sampling from the posterior of
the Nadler et al. (2020) model and applying our observational
selection function. Given that 36 satellite galaxies are al-
ready known to exist within the LSST WFD footprint (Pace
2024), this amounts to the predicted discovery of 53, 47, or
31 satellite galaxies by LSST assuming perfect, measured, or
corrected star–galaxy separation, respectively. To put these
numbers in context, the LSST baseline v4.0 WFD footprint
covers ∼ 44% of the sky, and we find that with perfect star–
galaxy separation, LSST would be able to detect ∼ 90% of the
Milky Way satellite galaxies with 𝑀𝑉 ≲ 0 mag, 𝑟1/2 > 10 pc,
and 𝐷 < 300 kpc in this footprint.

We further present predictions of the luminosities, sizes,
and heliocentric distances of the satellite galaxies detectable
by LSST in Figure 9. Each simulated satellite galaxy is
weighted by its probability of detection in an idealized sce-
nario with perfect star/galaxy separation. Over-plotted are
the currently known confirmed and candidate satellite dwarf
galaxies. These results suggest that we should expect LSST to
detect satellite galaxies that are fainter and farther away than
the currently known satellite population. This will allow us
to better study the threshold of galaxy formation at distances
where satellite galaxies are less affected by the tidal influence
of the Milky Way disk.

We note that the quantitative predictions performed in this

section have been limited to the population of Milky Way
satellite galaxies. Our observational selection functions could
be used to make similar predictions for the population of Milky
Way outer halo star clusters; however, making such predictions
would require a model of the underlying population of these
systems.

6 CONCLUSIONS

We present projections for the sensitivity of the Rubin Ob-
servatory LSST to resolved ultra-faint satellite galaxies and
ultra-faint star clusters in the outer halo of the Milky Way. We
use a combination of the LSST DESC end-to-end simulated
data, DC2, and a dedicated suite of catalog-level simulated
stellar systems. Assuming perfect star/galaxy separation, we
find that a conventional isochrone-based matched-filter search
on the LSST data will have > 50% detection efficiency for faint
(𝑀𝑉 ∼ 0 mag), compact (𝑟 ∼ 10 pc) satellites out to a distance
of ∼ 250 kpc. However, we also demonstrate that there is
noticeable room for improvement when it comes to optimiz-
ing the efficiency of star/galaxy separation. Using a simple
star/galaxy classification based on measured quantities, we
find that the false positive rate is around 17% at 𝐷 < 128 kpc
and this increases appreciably to 29% at farther distances.
Assuming the best-fit galaxy–halo model and numerical sim-
ulations described in Nadler et al. (2020), we predict that the
10-year LSST WFD survey will contain 89 ± 20, 83 ± 18, or
67 ± 14 detectable satellite galaxies assuming perfect, mea-
sured, or corrected star/galaxy separation, respectively. LSST
will preferentially discover satellites at larger distances, lower
luminosities, and fainter surface brightnesses. This new pop-
ulation of satellites will help advance our understanding of the
threshold of galaxy formation.

There is significant room to improve star/galaxy classifi-
cation, both with LSST data alone and in combination with
upcoming space missions, such as the Nancy Grace Roman
Space Telescope (Spergel et al. 2015). Proposed synergies
between Rubin and Roman suggest that the high spatial reso-
lution of Roman (∼ 0.1” full-width at half maximum) could
efficiently distinguish point sources from extended sources
down to 25 AB mag at 5𝜎 depth using the high-throughput
F146 filter (e.g., Han et al. 2023). There also exist novel
ideas for improving star/galaxy separation efficiency using
multi-wavelength observations and advanced image process-
ing techniques (e.g., Kovács & Szapudi 2015; Sevilla-Noarbe
et al. 2018; Muyskens et al. 2022). Satellite detection ef-
ficiency can also be improved by utilizing likelihood-based
search algorithms (e.g., Bechtol et al. 2015; Drlica-Wagner
et al. 2020). These algorithms construct a likelihood function
from the product of Poisson probabilities to detect individ-
ual stars based upon their spatial positions, measured fluxes,
photometric uncertainties, and the local imaging depth, given
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Figure 8. Predicted luminosity function of Milky Way satellite galaxies with 𝑀𝑉 < 0 mag and 𝑟1/2 > 10 pc located within 300 kpc (cumulative
number of satellite galaxies brighter than a specific 𝑉-band absolute magnitude). The blue contours show the 1𝜎 and 2𝜎 uncertainty on the
total Milky Way satellite luminosity function inferred by Nadler et al. (2020). The black line and gray contours show the mean, 1𝜎, and 2𝜎
uncertainty on the predicted luminosity function of satellite galaxies that are detectable by LSST assuming perfect star/galaxy classification.
The gray dashed (dot dashed) lines show the mean expectation assuming star/galaxy classification efficiency measured (corrected) in the DC2
simulations. The red solid line shows the luminosity function of currently known satellite galaxies within the LSST WFD footprint as collected
in Pace (2024).

a model that includes a putative dwarf galaxy and empirical
estimation of the local stellar field population. The combina-
tion of the simple matched-filter algorithm applied here with
a likelihood-based search approach has been found to greatly
reduce false positives (Drlica-Wagner et al. 2020).

The wealth of information arising from our continued de-
tection of small-scale structure holds valuable insights into
galaxy formation, reionization, the formation of heavy ele-
ments and dark matter microphysics. The discovery and mea-
surement of these systems will continue to be an invaluable
probe into the fundamental nature of our universe.

Software: Astropy (Astropy Collaboration et al. 2013, 2018),
HealPy (Zonca et al. 2019) healsparse (Rykoff & Sánchez
2019), Matplotlib (Hunter 2007), Numpy (Harris et al. 2020),

Pandas (pandas development team 2020), Phalanx14, SciPy
(Virtanen et al. 2020), simple (Bechtol et al. 2015), ugali
(Bechtol et al. 2015; Drlica-Wagner et al. 2020)
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Errani, R., & Peñarrubia, J. 2020, MNRAS, 491, 4591,

doi: 10.1093/mnras/stz3349
Fadely, R., Hogg, D. W., & Willman, B. 2012, The Astrophysical Journal,

760, 15, doi: 10.1088/0004-637X/760/1/15

Frebel, A., & Ji, A. P. 2023, arXiv e-prints, arXiv:2302.09188,
doi: 10.48550/arXiv.2302.09188

Garrison-Kimmel, S., Wetzel, A., Bullock, J. S., et al. 2017, MNRAS, 471,
1709, doi: 10.1093/mnras/stx1710

Graus, A. S., Bullock, J. S., Kelley, T., et al. 2019, MNRAS, 488, 4585,
doi: 10.1093/mnras/stz1992

Guy, L. P., Bechtol, K., Bellm, E., et al. 2023, Rubin Observatory Plans for
an Early Science Program, RTN-011. https://rtn-011.lsst.io/

Han, J. J., Dey, A., Price-Whelan, A. M., et al. 2023, arXiv e-prints,
arXiv:2306.11784, doi: 10.48550/arXiv.2306.11784

Hargis, J. R., Willman, B., & Peter, A. H. G. 2014, The Astrophysical
Journal Letters, 795, L13, doi: 10.1088/2041-8205/795/1/L13

Harris, C. R., Millman, K. J., van der Walt, S. J., et al. 2020, Nature, 585,
357, doi: 10.1038/s41586-020-2649-2

Harris, W. E. 1996, AJ, 112, 1487, doi: 10.1086/118116
Heitmann, K., Finkel, H., Pope, A., et al. 2019, ApJS, 245, 16,

doi: 10.3847/1538-4365/ab4da1
Hoffleit, D., & Jaschek, C. 1991, The Bright star catalogue (Yale University

Observatory)
Homma, D., Chiba, M., Komiyama, Y., et al. 2023, arXiv e-prints,

arXiv:2311.05439, doi: 10.48550/arXiv.2311.05439
Hunter, J. D. 2007, Computing in Science & Engineering, 9, 90,

doi: 10.1109/MCSE.2007.55
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Our analysis of the DC2 data is performed on the Rubin
IDF using the RSP (O’Mullane et al. 2021), an online ser-
vice that enables users to access and analyze Rubin LSST
data through a collection of inter-connected Aspects. The
entirety of this analysis was conducted from within the Note-
book Aspect, which provides access to Jupyter Notebooks and
allows for nearly seamless sharing of code snippets and re-
producibility of results between collaborators. In particular,
we worked with catalog data retrieved via TAP queries to the
Qserv database. We note that the Notebook Aspect also pro-
vides access to the full LSST Science Pipelines software stack.
With the LSST Science Pipelines, users can access datasets
through the Butler and run pipelines and tasks to process data.

The IDF is a shared resource among the LSST user com-
munity, which places limits on the available computational
power and memory available to any one user. At the time of
this analysis, the maximum resource allocation was 32 CPUs
and 16GB RAM per user. As a result, when running our
analysis on the IDF some steps needed to be taken to ensure
reasonable turnaround times between iterations of the analy-
sis, while also freeing up sufficient resources for other users
to access. Some choices are inconsequential when trying to
maintain realism in the analysis: e.g., limiting the size of the
queried DC2 region, injecting satellites one-by-one into the
DC2 field and running the search. Since simple operates with
a limited search aperture of 0.5 deg and can only scan one
region at a time, these choices have no impact on the final
results of the analysis. However by limiting the size of our
queried region we can increase the speed of each query and
avoid maxing out the available memory. Similarly by loading
our satellites in one at a time we alleviate the burden on the
system memory.

One choice is more notable: supplying simple with the
true distance moduli and locations of the satellites during the
search as opposed to requiring simple to scan over distance
moduli. When applied blindly to search real data, we would
perform the search over a range of different distance moduli
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(e.g., Bechtol et al. 2015); however, doing so would have re-
sulted in a runtime of weeks to months for the 105 simulated
satellites. Running simple at a particular location and at a par-
ticular distance modulus takes on average 1.3 seconds. When
allowing simple to cycle through distance moduli, the time
increases to about 21 seconds at a particular location, approx-
imately 16 times longer than when a fixed distance modulus
is used. Querying times for the RSP TAP server have large
variations and depend on several factors such as the number
of objects at a region, the server load at a particular time, and
unexpected disconnects. Despite the variation in query times,
querying the RSP TAP takes up the majority of the time spent
during the analysis, leading to a total run time of around two
weeks for 105 satellites when providing the true distance mod-
ulus for simple (average of ∼12 seconds per object). For a

blind search of the Rubin LSST data, we would want to run
the full distance modulus scan over the ∼20,000 deg2 WFD
footprint. Assuming the same search radius of 2 deg, the sky
could be broken into ∼1,600 regions and searching through
the data could be completed in less than a day. We note that
these performance characteristics reflect the state of the IDF
at the time of our analysis and may not represent future per-
formance as the system evolves and additional resources are
made available to users (i.e., through the US Data Facility).

This paper was built using the Open Journal of Astrophysics
LATEX template. The OJA is a journal which provides fast and
easy peer review for new papers in the astro-ph section of the
arXiv, making the reviewing process simpler for authors and
referees alike. Learn more at http://astro.theoj.org.
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