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We study a point scalar charge in circular orbit around a topological star, a regular, horizonless
soliton emerging from dimensional compactification of Einstein-Maxwell theory in five dimensions,
which could describe qualitative properties of microstate geometries for astrophysical black holes.
This is the first step towards studying extreme mass-ratio inspirals around these objects. We
show that when the particle probes the spacetime close to the object, the scalar-wave flux deviates
significantly from the corresponding black hole case. Furthermore, as the topological star approaches
the black-hole limit, the inspiral can resonantly excite its long-lived modes, resulting in sharp features
in the emitted flux. Although such resonances are too narrow to produce detectable dephasing, we
estimate that a year-long inspiral down to the innermost stable circular orbit could accumulate a
significant dephasing for most configurations relative to the black hole case. While a full parameter-
estimation analysis is needed, the generically large deviations are likely to be within the sensitivity
reach of future space-based gravitational-wave detectors.

I. INTRODUCTION

The information loss paradox [1, 2], the presence of
curvature singularities, and other fundamental issues as-
sociated with black hole (BH) horizons have long moti-
vated the search for alternative models of compact ob-
jects. These BH mimickers – horizonless and regular
objects with properties similar to classical BHs – offer
a compelling avenue to address such conundrums [3–5].
Among various proposals, one of the few rooted in a fun-
damental theory is the fuzzball paradigm of string theory,
which interprets a classical BH as a thermodynamic ap-
proximation of an enormous number of regular quantum
states [6–8]. In the classical limit, the latter are repre-
sented by “microstate geometries” – solitonic solutions
that share the same mass and charges as a BH but ex-
hibit a fundamentally different internal structure, where
the horizon is replaced by a smooth, horizonless cap [9–
13].

The fuzzball construction relies on two key aspects: the
inherently higher-dimensional nature of microstate solu-
tions and their complex topologies, which stabilize the
horizon-scale structure and prevent its collapse. These
solutions are particularly involved and, from the four-
dimensional perspective, do not have any spatial sym-
metries. This has so far prevented dynamical studies,
(see [14] for an exception using a test field), which are in-
stead necessary to predict the gravitational-wave (GW)
signatures of this model and distinguish it to the classical
BH prediction.

A notably simple model that integrates key fuzzball
concepts was introduced some years ago in [15], re-
vealing singularity-free solitons within five-dimensional
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Einstein-Maxwell theory. These solutions, termed topo-
logical stars (TSs), possess topological cycles sustained
by magnetic flux. TSs exhibit several intriguing prop-
erties, including their four-dimensional reduction – ob-
tained by compactifying the fifth dimension on a circle –
which asymptotically resembles magnetic BHs but lacks
an event horizon. Although these solutions have electro-
magnetic charges and therefore are not a good proxy for
neutral BHs1, they could capture qualitative properties
of microstate geometries for astrophysical BHs.
These features have motivated recent studies explor-

ing ray tracing [16], the dynamics of test fields in these
geometries [17, 18], and their linear response [19–23]. In
particular, Refs. [19, 20, 23] studied the linear dynam-
ics of TSs, to compute their quasinormal modes (QNMs)
and ringdown waveforms. These studies found strong nu-
merical evidence that TSs are linearly stable in the most
interesting region of the parameter space.2

Recently, Refs. [28, 29] studied the scalar emission by
a point test scalar charge moving around a TS. The
scope of this paper is to further study the dynamics and
emission of a point test charge in orbital motion around
these geometries, as a proxy for extreme mass-ratio in-
spirals (EMRIs) that can be used to test the absence of
BH horizons.
EMRIs are among the most interesting sources for fu-

ture space missions such as LISA [30], and potentially
also for ground-based detectors, should subsolar compact

1 Extensions of these solutions can be constructed such that they
are globally neutral and asymptote to a Schwarzschild BH [13],
although at the expenses of introducing more complexity and
breaking spherical symmetry.

2 There exists a radial unstable mode with momentum along the
extra dimension, which is directly connected to the Gregory-
Laflamme instability [24] of charged black strings [25–27]. How-
ever, this mode only affects TSs with small compactness, leaving
the most interesting region of the parameter space available.
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objects exist [31]. An EMRI is typically composed by
a stellar-mass compact object (the secondary) orbiting
around a much heavier one (the primary), with a mass ra-
tio µ/M ≪ 1, allowing for perturbative analysis [32, 33].
To leading order, the secondary follows geodesics of the
primary background spacetime; the geodesic parame-
ters evolve adiabatically due to radiation-reaction effects
driven by the emission of GWs at infinity or into the
horizon of the primary, if the latter is a BH.

EMRIs are unique probes of the strong gravity regime,
as they can perform ≈ 105 orbits in LISA band before
plunging, spending most of the time in the vicinity of
the primary at relativistic orbital velocity. The corre-
sponding long GW signal carries extremely accurate in-
formation about both the spacetime structure around the
primary [34–40], the dynamics of the underlying theory
of gravity [41–47] (see [48–50] for some reviews), the en-
vironment around the primary [51–55], and the physics
at the horizon scale [56–59].

Studies of EMRIs around horizonless compact objects
to constrain horizon-scale physics were so far limited to
phenomenological models (with the exception of EMRIs
around gravastars [60, 61] studied in [56]) wherein the in-
terior of the object is modelled by an effective reflectivity
function [57–59]. In this paper, building on [28], we ex-
tend these studies to the case of TSs. At variance with
the analysis in [28], we solve the full numerical problem
for generic circular orbits, also beyond the weak-field ap-
proximation. Furthermore, we compare the result with
the BH case and unveil the fact that, in the strong-field
regime, it is possible to excite the long-lived QNMs of
a TS [19, 20, 23]. This yields resonances in the energy
flux emitted at infinity that are absent in the BH case.
Finally, we also estimate the difference between TSs and
BHs in terms of scalar wave dephasing, as a first step to
quantify detectability.

II. FIVE-DIMENSIONAL THEORY AND
BACKGROUND SOLUTIONS

Let us consider the Einstein-Maxwell theory in 5D

SEM =

∫
d5x

√
−g

(
1

2κ25
R− 1

4
FµνF

µν

)
, (1)

where we will set units such that κ25 has dimensions of
a length. From the above action, one can derive the
following field equations

Rµν − 1

2
gµνR+ κ25

(
FµρF

ρ
ν +

1

4
gµνFρσF

ρσ

)
= 0 , (2)

∇νFµν = 0 . (3)

The theory admits two solutions [15], both carrying a
magnetic charge P and described by the following line

element

ds2 = −fSdt2 + fBdy
2 +

dr2

fBfS
+ r2dΩ2

2 , (4)

F = P sin θdθ ∧ dϕ , (5)

with

fS = 1− rS
r
, fB = 1− rB

r
, P = ± 1

κ5

√
3rSrB

2
. (6)

One solution is a magnetized black string (rS ≥ rB) while
the other is a regular soliton known as TS (rB > rS).
The fifth dimension is compact and described by the
coordinate y, with period 2πRy, where Ry is its ra-
dius3. Asymptotically the two solutions are given by
four-dimensional Minkowski times a circle parametrized
by y. After performing a dimensional reduction, the
ADM mass in four dimensions is

M =
2π

κ24
(2rS + rB) . (7)

where we introduced the coupling κ24 ≡ κ25/(2πRy), and
the magnetized black string becomes a magnetized BH
in four dimensions.4

Depending on its compactness and its photon spheres
(as discussed in Sec. III), the TS can be distinguished
in first kind (3/2 ≤ rB/rS ≤ 2) and second kind
(1 ≤ rB/rS ≤ 3/2). Note that when rB → 0 the so-
lution reduces to the ordinary Schwarzschild BH, while
for rB → rS the TS approaches the metric of an extremal
BH. In five dimensions TSs are everywhere regular and
were found to be linearly stable, except for the well know
Gregory-Laflamme instability that affects black strings
for rS > 2rB . Indeed, by performing a double Wick ro-
tation (t, y, rS , rB) → (iy, it, rB , rS) this instability also
affects TSs with rB > 2rS [27]. The most interesting case
of compact TSs (rS < rB < 2rS) that can approach the
BH limit was found to be linearly stable against gravito-
electromagnetic-scalar perturbations [19, 20, 23].
For convenience, in the following we will refer to a mag-

netized black string (rS ≥ rB) simply as magnetized BH,
having in mind that the extra dimension is small com-
pared to the size of the compact objects.

III. GEODESIC EQUATIONS:
NULL AND TIME-LIKE CIRCULAR ORBITS

Let us study the geodetic motion of null and time-like
particles in the background of the TS (or the magnetized

3 The radius Ry of the y-circle and the parameters rB and rS
are related by an orbifold condition that also implies an upper
bound 2rB ≤ nRy , where n is an integer [15]. See [62, 63] for
more details about this relation.

4 By using an electromagnetic duality [62], it is equivalently pos-
sible to describe electrically charged BHs and TSs in this theory.
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BH). For simplicity we restrict the analysis only to cir-

cular geodesics on the equatorial plane, i.e. θ̇ = 0 and
θ = π/2. The Lagrangian for a free particles is given by

L =
1

2

[
−fsṫ2 + fbẏ

2 +
ṙ2

fBfS
+ r2φ̇2

]
, (8)

where the dot denotes the derivative with respect to an
affine parameter λ. The 5−momentum Pµ = ∂L/∂ẋµ of
the test particle reads

Pt = −fsṫ = −E (9)

Py = fbẏ = p (10)

Pr =
ṙ

fbfs
(11)

Pφ = r2φ̇ = L , (12)

where E, L, and p are integrals of motion associated to
isometries along the t, φ, and y directions, respectively.
The Hamiltonian of the particle is given by

H =
1

2
gµνP

µP ν = −µ
2

2
, (13)

where µ is the mass of the free particle that for null par-
ticles is zero. If we neglect the momentum p along the
compact dimension, the radial geodesic equations is the
following

ṙ2 = E2 − Veff , (14)

where the effective potential Veff is

Veff =
rB
r
E2 + fSfB

(
µ2 +

L2

r2

)
. (15)

Circular geodesics are defined by vanishing radial velocity
and acceleration, ṙ = r̈ = 0, and can be parametrized in
terms of the energy E and of the angular momentum L,
given by

E

µ
=

√
2(r − rS)2

r(2r − 3rS)
,

L

µ
=

√
rS r2

2r − 3rS
. (16)

The roots of ṙ = r̈ = 0 are

µ = 0 : r1 = rB , r2 =
3

2
rS (17)

µ ̸= 0 : r1 = rB , r2± = L2 1±
√
L2 − 3r2Sµ

2

rSµ2
.

(18)

The case µ = 0 corresponds to null circular orbits, in
particular for first kind TSs there is a single unstable
photon sphere at r2, while second kind TSs have an un-
stable photon sphere at r2 and a stable one at r1. The
case µ ̸= 0 describes circular orbits for massive probes.
When the two roots coincide, r2+ = r2−, we find the
innermost stable circular orbit (ISCO)

rISCO = 3rS . (19)

The t-component of the four-velocity and the angular
velocity are given by

ut =
dt

dτ
=

E

µfS
, Ω =

dφ

dt
= ut

L

µ
, (20)

that in the case of circular orbits with r = r0 are

ut =
1√

1− rS
r0

− r20Ω
2
, Ω =

√
rS
2r30

. (21)

The Schwarzschild limit is recovered by setting rB = 0, in
which case rS is the radial position of the Schwarzschild
horizon.5

For later purposes, it is useful to compute the time
radiation in radial infall takes to reach the boundary of
the TS. Setting µ = 0 = L in the above equations, we
can compute

∆T =

∫ rB

ri

dr
ṫ

ṙ
, (22)

where ri is the initial radial distance. The integral above
has a closed form expression for any rB , but it is partic-
ularly simple in the BH limit, rB → rS :

∆T ∼
πr

3/2
S√

rB − rS
. (23)

As expected this quantity diverges as rB → rS , namely
as the TS approaches the extremal BH solution.

IV. SCALAR FIELD EQUATION, ENERGY
FLUX, AND ORBITAL EVOLUTION

Consider a test scalar charge orbiting in the back-
ground of the TS (or the magnetized BH) along a cir-
cular orbit with null momentum along the y−direction
(Py = 0 = p). Due to the spherical symmetry of the
background we restrict the geodesic to be a planar circu-
lar orbit (θ = π/2) with radial distance r0 ≥ rISCO.
The sourced scalar field Φ satisfies the following inho-

mogeneous Klein-Gordon equation

□Φ = ρp , (24)

where ρp is the scalar charge density defined by the in-
tegral over the affine parameter τ along the worldline of
the particle

ρp = µ q

∫
dτ

1√
−g

δ(5)(xρ − zρ(τ)) . (25)

5 The Keplerian orbital velocity in Eq. (21) depends on the grav-
itational mass in 5D, i.e. rS/2, rather than on the 4D ADM
mass M defined by Eq. (7). This distinction between the 5D
and 4D masses is a peculiarity of the TS metric. In what fol-
lows, we will normalize all dimensionful quantities using the 5D
mass, as it provides a more natural reference scale within the 5D
framework.
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If Φ is taken to be dimensionless, then q has dimensions of
a length. Since the particle follows the time-like geodesic
defined by circular orbits at r0, the five-dimensional Dirac
delta function can be decomposed in the following way

δ(5)(xρ − zρ(τ)) =δ(t− utτ)δ(r − r0)δ(y)

δ
(
θ − π

2

)
δ(φ− Ωt) . (26)

Using the fact that
√
−g = r2 sin θ and the closure rela-

tion of spherical harmonics, after performing the integral
we get

ρp =
µq

utr2
δ(r − r0)

∑
n

e
in y

Ry

2πRy

×
∑
lm

Ylm(θ, φ)Y ∗
lm

(π
2
, 0
)
e−imΩt , (27)

where we have used the relation

δ(y) =
∑
n

e
in y

Ry

2πRy
. (28)

By making use of the Fourier transform and of the iden-
tity

δ(ω −mΩ) =

∫
dt

2π
ei(ω−mΩ)t , (29)

the source ρp can be written in the following more con-
venient form

ρp =
∑
nlm

∫
dω

2π
eiωtS̃mln(ω, r)e

in y
Ry Ylm(θ, φ) , (30)

where we defined

S̃mln(ω, r) ≡
µq

utr2Ry
δ(ω −mΩ)δ(r − r0)Y

∗
lm

(π
2
, 0
)
.

(31)
If we expand the scalar field in spherical harmonics and
use the Fourier transform

Φ =
∑
nlm

∫
dω

2π
e−iωte

in y
Ry ψnlm(r)Ylm(θ, φ) , (32)

we can isolate the radial part of the Klein-Gordon equa-
tion to get[
fSfB∂

2
r +

fS + fB
r

∂r +
ω2

fS
− n2

fBR2
y

− l(l + 1)

r2

]
ψnlm(r)

= S̃nlm(ω, r) . (33)

By introducing the tortoise coordinate dρ/dr =

f−1
S f

−1/2
B and performing the following field redefinition

Ψnlm = rf
1/4
B ψnlm , (34)

we get a single Schrödinger-like equation,[
∂2ρ + (ω2 − Veff)

]
Ψnlm = Snlm(ω, ρ) , (35)

where the effective potential is given by

Veff =
r − rS
r − rB

{
n2

R2
y

+
1

16r5

[
16r3l(l + 1)

+ 21r2BrS + 8r2(rB − 2lrB − 2l2rB + 2rS)

− 9rrB(rB + 4rS)

]}
, (36)

and the source is

Snlm(ω, ρ) ≡ µq

utRy

fSf
1/4
B

r
δ(ω−mΩ)δ(r− r0)Y ∗

lm

(
π

2
, 0

)
(37)

From now on we will drop the nlm indexes for notation
convenience. Furthermore, from Eq. (33) one can see that
perturbations have a mass proportional to n/Ry and only
the n = 0 mode is massless and propagates to infinity
as a free wave. In the phenomenologically interesting
limit, Ry ≪ rS , the n ̸= 0 modes have a large mass
and are therefore exponentially suppressed on a length
scale Ry ≪ rS . Thus, from now on we will focus on the
massless n = 0 modes only.
Following the usual procedure that makes use of the

Green function solution of the equation sourced by a
Dirac delta source δ(ρ − ρ′), we can write the general
solution as

Ψ(ρ) =
Ψ+

W

∫ ρ

ρin

S(ω, ρ′)Ψ−dρ
′+

Ψ−

W

∫ +∞

ρ

S(ω, ρ′)Ψ+dρ
′ ,

(38)
where ρin is the inner-boundary value of the tortoise co-
ordinate, i.e. ρin = {−∞, ρ(rB)} for the magnetized BH
and TS, respectively, whereas Ψ− and Ψ+ are two in-
dependent solutions of the homogeneous equation, sat-
isfying the boundary condition presented below. Their
corresponding Wronskian reads

W = Ψ−
dΨ+

dr
−Ψ+

dΨ−

dr
, (39)

and does not depend on r by construction, as can be
easily seen by means of Eq. (35) without the source term.
While asymptotically at infinity (r → +∞) these two
solutions behave as

Ψ− ∼ Aoute
iωρ +Aine

−iωρ (40)

Ψ+ ∼ eiωρ , (41)

their asymptotic behavior near the inner boundary de-
pends on the background spacetime [19, 23].
For a magnetized BH, the boundary condition as r →

rS is

Ψ− ∼ (r − rS)
−ikSω (42)

Ψ+ ∼ Bout(r − rS)
ikSω +Bin(r − rS)

−ikSω , (43)

where kS ≡ r
3/2
S /

√
rS − rB , and we used the radial coor-

dinate r for convenience. In the case of a TS, the bound-
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ary condition at r → rB reads

Ψ− ∼ (r − rB)
1/4 (44)

Ψ+ ∼ C (r − rB)
1/4 +D(r − rB)

1/4 log(r − rB) . (45)

Using dW/dr = 0, we can use the behavior of the two
independent solutions at infinity to getW = 2iωAin. The
final solution at asymptotic infinity is given by

Ψ∞ =
eiωρ

2iωAin

∫ +∞

ρin

S(ω, ρ′)Ψ−(ρ
′)dρ′

=
eiωρ

2iωAin

∫ +∞

rin

dr′

fSf
1/2
B

S(ω, r′)Ψ−(r
′)

=
eiωρ

2iωAin

µq

ut|r0Ry

Ψ−(r0)

r0f
1/4
B (r0)

δ(ω −mΩ)Y ∗
lm

(π
2
, 0
)
.

(46)

where rin = {rS , rB} for magnetized BH or TS, respec-
tively. Similarly, the final solution near the horizon of
the magnetized BH is

ΨrS =
e−iωρ

2iωAin

∫ +∞

−∞
S(ω, ρ′)Ψ+(ρ

′)dρ′

=
e−iωρ

2iωAin

µq

ut|r0Ry

Ψ+(r0)

r0f
1/4
B (r0)

δ(ω −mΩ)Y ∗
lm

(
π

2
, 0

)
.

(47)

The scalar energy flux at infinity and at rS is defined by

Ė∞,rS = lim
r→+∞,rS

∫
dθdφ

√
−gT r

t , (48)

where the stress-energy tensor of the scalar field is

Tµν = ∂µΦ∂νΦ− 1

2
gµν∂ρΦ∂

ρΦ . (49)

Finally, if we consider the decomposition (32) with n = 0
and using Eq. (46) we get

Ė∞,rS =
∑
lm

(mΩ)2|Ψ∞,rS |2 ≡
∑
lm

Ėlm
∞,rS . (50)

A. Effective trapping of radiation

Clearly, the energy flux at the horizon, ĖrS , is present
only in the BH case. However, even in the absence of a
horizon, efficient trapping of radiation within the object
could effectively produce an effect similar to the energy
loss at the horizon [57, 58, 64]. This occurs if the trap-
ping time of radiation near the object, Ttrap, exceeds the
typical radiation-reaction time scale of the binary [57].
In the Newtonian limit (taking the gravitational case as

a proxy6), the latter reads

TRR ∼ 5

64

( r0
M

)4 M2

µ
, (51)

where M is given in Eq. (7) and we shall use units such
as κ24 = 8π. We can estimate the trapping time using
Eq. (23). The most relevant regime is when rB → rS ,
since the trapping time diverges,

Ttrap ∼
πr

3/2
S√

rB − rS
. (52)

By comparing Ttrap with TRR, we find that trapping is
inefficient when

rB
rS

− 1 ≫ 4096π2

25

r2S
M2

(
M

r0

)8
µ2

M2
≈ 10−15

( µ

10−6M

)2

,

(53)
where in the last estimate we considered rS ≈ M and
r0 ≈ 6M . In other words, unless rB is close to rS within
one part in 1015, effective trapping can be neglected and
the only source of energy loss for a TS is the flux at
infinity.

V. ORBITAL EVOLUTION

EMRIs are typically studied under the assumption that
the system evolves adiabatically under radiation reaction.
This is true as long as the radiation reaction time scale
is much longer than the orbital period of the secondary
around the primary compact object. Under this assump-
tion, to leading order the evolution of the parameters
describing the system is governed by the balance equa-
tion

Ėb = ṙ
dEb

dr
= −Ės

tot , (54)

where Eb is the binding energy, given by Eq. (16), and

Ės
tot is the total emitted scalar energy flux

Ės
tot = Ės

∞ for the TS,

Ės
tot = Ės

rS + Ės
∞ for the BH, (55)

where for the TS we assumed that effective trapping is
negligible, i.e. Eq. (53). The above balance equation can
be used to estimate the time necessary for the test scalar
charge to reach the ISCO

tISCO =

∫ rISCO

rini

dr

(
−dEb

dr

)
1

Ės
tot

. (56)

6 In addition of being more interesting from a phenomenological
perspective, the gravitational case is also more conservative since,
as discussed later, the gravitational flux is significantly higher
than the scalar one, resulting in a shorter TRR.
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The phase of the scalar wave emitted by the test charge
can be computed as

ϕs =

∫ rfin

rini

dr
Ω(r)

ṙ
. (57)

VI. ANALYTICAL SOLUTION AT LARGE
ORBITAL DISTANCE

Before solving Eq. (35) numerically, let us provide
an analytical solution valid in the low-frequency regime,
which allows us to compute the energy flux for large or-
bital separations (see [65–70] for similar analyses in other
contexts). We follow the standard matching asymptotics
technique: namely, we match the solution near the in-
ner boundary to the one valid asymptotically at infinity;
such matching is possible only in the low-frequency ap-
proximation, rSΩ ≪ 1. This allows us to compute the
amplitude of the solution at r0 ≫ rS and the correspond-
ing scalar flux analytically.

A. Magnetized BH

If we define ∆ ≡ r2fBfS , the homogeneous version
of Eq. (33) with n = 0 can be written in the following
convenient way

d

dr

(
∆
dψ

dr

)
+
r3ω2 − l(l + 1)(r − rS)

r − rS
ψ = 0 . (58)

Let us first focus on the magnetized BH. Consider the
following change of variable of the radial coordinate r,
introducing a new coordinate h that approaches zero at
the horizon,

h ≡ r − rS
r − rB

. (59)

In the h≪ 1 limit, Eq. (58) can be written as

h(1− h)
d2ψ

dh2
+ (1− h)

dψ

dh

+

[
r3Sω

2

(rS − rB)h(1− h)
− l(l + 1)

1− h

]
ψ = 0 . (60)

By making use of the field redefinition ψ(h) ≡ hα(1 −
h)βF (h), the above equation can be recast as an hyper-
geometric differential equation

h(1− h)
d2F

dh2
+ [c− (a+ b+ 1)h]

dF

dh
− abF = 0 , (61)

where a = b = α+β, c = 1+2α, whereas α and β satisfy
the following algebraic equations

α2 +
r3Sω

2

rS − rB
= 0 (62)

β2 − β − α2 − l(l + 1) = 0 (63)

with solutions

α± = ±i

√
r3S

rS − rB
ω = ±ikS ω (64)

β± =
1

2
[1±

√
(1 + 2l)2 + 4α2] . (65)

From the general solution of the hypergeometric differ-
ential equation we get

ψ(h) = A1h
α(1− h)βF (a, b, c;h)

+B1h
−α(1− h)βF (a− c+ 1, b− c+ 1, 2− c;h) , (66)

where F (a, b, c;h) is the hypergeometric function. We
require the hypergeometric functions to be convergent
for |h| ≤ 1, i.e. to have Re[c− a− b] > 0, thus selecting
the solutions β = β− and α = α−. If we expand the
solution near the horizon rS we get

ψ(h) = A1h
−ikSω +B1h

ikSω , (67)

and imposing only ingoing waves we require B1 = 0. We
want to match the near horizon with the far-field solu-
tion in an intermediate region which exists in the low-
frequency regime. For this purpose, using the properties
of the hypergeometric function [71], we change the argu-
ment of the hypergeometric function from h to 1 − h to
get

ψ(h) =A1h
α(1− h)β×[

Γ(1 + 2α)Γ(1− 2β)

Γ(1 + α− β)2
F (a, b, a+ b− c+ 1; 1− h)

+ (1− h)1−2β Γ(1 + 2α)Γ(2β − 1)

Γ(α+ β)2
×

F (c− a, c− b, c− a− b+ 1; 1− h)

]
. (68)

Since we are interested in the low-frequency approxi-
mation, i.e. rS Ω = rS ω/m≪ 1, as long as the ωrS ≪ 1
condition is fulfilled, β ≤ 0. Expanding the solutions for
1− h≪ 1, namely r ≫ rS , we get

Ψ(r) = rf
1/4
B ψ(r)

∼ rl+1

r
3/4
S (rS − rB)l+1/4

Γ(1 + 2α)Γ(1− 2β)

Γ(1 + α− β)2
, (69)

where we obtained A1 = r
−3/4
S (rS − rB)

−1/4 by compar-
ing Eq. (67) with the boundary condition in Eq. (42).
Let us now study the far-field limit solution of Eq. (35),

following the procedure outlined in [65]. If we expand the
equation for r → +∞, we define ϵS,B = ωrS,B and we
perform a change of variable z = ωr, we get[
1− ϵB + 2ϵB

z
+

2ϵSϵB + ϵ2S
z2

− ϵBϵ
2
S

z3
+O

(
1

z4

)]
d2Ψ(z)

dz2

+

[
ϵS + ϵB/2

z2
− 2ϵSϵB + ϵ2S

z3
+O

(
1

z4

)]
dΨ(z)

dz[
1− l(l + 1)

z2
+
ϵS(l

2 + l − 1)− ϵB/2

z3
+O

(
1

z4

)]
Ψ(z) = 0 ,

(70)
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that in the limit {ϵS , ϵB} ≪ 1 simply becomes

d2Ψ(z)

dz2
+

[
1− l(l + 1)

z2

]
Ψ(z) = 0 . (71)

The general solution of the above equation is a linear
combination of Riccati-Bessel functions

√
zJl+ 1

2
(z) and√

zNl+ 1
2
(z). The solution Ψ− must be regular at the in-

ner boundary, therefore we can choose just Bessel func-
tions of the first kind, namely

Ψ−(z) = B
√
zJl+ 1

2
(z) , (72)

where B is a constant. By taking the small z expansion
of the Bessel function we get

Ψ−(z ≪ 1) =
B

2l+1/2Γ(l + 3/2)
zl+1 +O(z2)

=
B
√
2 ϵl+1

S

(2rS)l+1Γ(l + 3
2 )
rl+1 +O(r2) . (73)

In order to find the value of the constant B, we match
the two solutions computed near the inner boundary and
at infinity and stretched for large and small values of r,
respectively. We get

B =
(2rS)

l+1Γ(l + 3/2)Γ(1 + 2α)Γ(1− 2β)
√
2ϵl+1

S r
3/4
S (rS − rB)l+1/4 Γ(1 + α− β)2

. (74)

The amplitude Ain that appears in the Wronskian can
be computed by comparing the far-field solution with the
asymptotic behavior of Eq. (40)

Ain =
il+1(2rS)

l+1Γ(l + 3/2)Γ(1 + 2α)Γ(1− 2β)

2
√
πϵl+1

S r
3/4
S (rS − rB)l+1/4 Γ(1 + α− β)2

. (75)

Using Eqs. (73), (46) and (50) we get the lm−component
of the energy flux at infinity:

Ėlm
∞ =

(
µ q

Ry

)2∣∣∣∣√π Y ∗
lm

(
π
2 , 0

)
2l+1Γ(l + 3

2 )

∣∣∣∣2m2l+2
(rS
2

)l+1

r
−(l+3)
0 ,

(76)
where we used ω = mΩ and the fact that at large
distances fB → 1 and ut → 1. Note that in the
Schwarzschild limit the energy flux correctly reduces to
the one of a scalar particle in circular orbit around the
Schwarzschild BH [70], after identifying q/Ry with the
scalar charge.

A similar procedure can be followed to compute the
analytical approximation of the scalar energy flux at rS .
In this case, the solution to Eq. (71) with the appropriate
boundary conditions is given by

Ψ+(z) = C
√
z H

(1)
l+1/2(z) , (77)

where H
(1)
l+1/2(z) = Jl+1/2(z) + iNl+1/2(z) is the Hankel

function of the first kind. By matching this asymptotic
solution with the correct boundary condition at infinity

Ψ+(z → +∞) ∼ eiz , (78)

and using the expression of the Hankel function for large
argument

C
√
z H

(1)
l+1/2(z → +∞) ∼ C

√
2

π
eiz(−i)l+1 , (79)

we get C = il+1
√

π
2 . If we consider the small-argument

behavior of the Riccati-Bessel functions

Jl+1/2(z ≪ 1) ∼ zl+1/2

2l+1/2 Γ(l + 3/2)
[1 +O(z2)] ,

Nl+1/2(z ≪ 1) ∼ −2l+1/2

π

Γ(l + 1/2)

zl+1/2
[1 +O(z2)] , (80)

we note that the function Jl+1/2 is subdominant, there-
fore we get

Ψ+(z ≪ 1) ∼ il
2l√
π
Γ(l + 1/2)z−l . (81)

Finally, using Eqs. (47) and (50) we can compute the
lm-component of the flux at the horizon

Ėlm
rS =

(
µq

Ry

)2∣∣∣∣Y ∗
lm

(
π

2
, 0

)∣∣∣∣2Γ̄2

×
m2r

5/2
S (rS − rB)

2l+1/2

2
r−2l−5
0 , (82)

where we defined

Γ̄ ≡ Γ(l + 1/2)Γ(1 + α− β)2

2Γ(l + 3/2)Γ(1 + 2α)Γ(1− 2β)
. (83)

B. TS

For the study of the analytical solution in the case of
the TS we follow a procedure similar to the one adopted
in the previous section, with some notable differences due
to the fact that now the inner boundary is at radial dis-
tance rB . For this reason we define the variable h as
follows

h ≡ r − rB
r − rS

. (84)

The radial equation for h≪ 1 gives

h(1− h)2
d2ψ

dh2
+ (1− h)

dψ

dh

+

[
r3Bω

2

(1− h)(rB − rS)
− l(l + 1)

1− h

]
ψ = 0 . (85)

Using the field redefinition ψ(h) ≡ hα(1 − h)βF (h) we
get that the hypergeometric equation (61), where again
a = b = α+ β and c = 1+ 2α, but this time α and β are
solutions to

α2 = 0 , β2 − β +
r3Bω

2

rB − rS
− l(l + 1) = 0 , (86)
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namely,

α = 0 , β± =
1

2

1±
√
(1 + 2l)2 + 4

r3Bω
2

rB − rS

 .

(87)

Since in this case c = 1, the general solution of the hy-
pergeometric equation is [71]

ψ(h) =A1(1− h)βF (a, b, 1;h)+

B1(1− h)β
{
ln |h|F (a, b, 1;h) +

∞∑
n=1

(a)n(b)c
(n!)2

hn

× [χ(a+ n)− χ(a) + χ(b+ n)− χ(b)

− 2χ(n+ 1) + 2χ(1)]

}
, (88)

where χ is the digamma function, i.e. the logarithmic
derivative of the Gamma function. Since we consider the
approximation h ≪ 1 we can neglect the O(h) terms
within the curly brackets. Furthermore, to ensure that
the boundary condition of the TS near the inner bound-
ary are satisfied, we require B1 = 0. Using the properties
of the hypergeometric functions, we get

ψ(h) = A1(1− h)β
[
Γ(−2β)

Γ(β)2
F (a, b, a+ b; 1− h)

+ (1− h)−2β Γ(2β)

Γ(β)2
F (−a,−b,−a− b, 1− h)

]
.

(89)

In the limit 1 − h ≪ 1 and within the low-frequency
approximation, the above solution becomes

Ψ(r) = rf
1/4
B ψ(r) ∼ rl+1

r
3/4
B (rB − rS)l

Γ(−2β)

Γ(1− β)2
, (90)

where we derived A1 = r
3/4
B from the comparison be-

tween Eq. (88) with B1 = 0 and the boundary condition
of Eq. (44). The far-field solution is identical to the one
of the magnetized BH, see Eq. (71), that for small z be-
comes Eq. (72) with

B =
(2rS)

l+1Γ(l + 3/2)Γ(−2β)
√
2ϵl+1

S r
3/4
B (rB − rS)lΓ(1− β)2

. (91)

The amplitude Ain is instead given by

Ain =
il+1(2rS)

l+1Γ(l + 3/2)Γ(−2β)

2
√
πϵl+1

S r
3/4
B (rB − rS)lΓ(1− β)2

. (92)

It turns out that the lm−component of the energy flux at
infinity is given again by Eq. (76). The fact that the an-
alytical expression for the flux at infinity is the same for
both BH and TS is a consequence of the fact that the two
solutions coincide asymptotically and their different inner
boundaries are negligible in the small-frequency regime.
Since the low frequency approximation holds for large or-
bital radii, the analytical flux at infinity is expected to
be the same.

VII. NUMERICAL RESULTS

This section presents the numerical results for the
scalar energy flux and its comparison with the low-
frequency analytical approximation in the case of both
magnetized BHs and TSs. The emitted power is com-
puted for different values of the ratio rB/rS and varying
the radial distance of the stable circular orbit r0 > rISCO.

For the magnetized BH, the general behavior of the
flux at infinity is overall quite similar to the one of a
Schwarzschild BH. Although this is true also for first
kind TSs, the case of second kind TSs is particularly
interesting since, for ultracompact solutions (i.e. when
rB/rS → 1), the orbiting scalar particle can excite long-
lived QNMs with a low real frequency, leading to sharp
resonances in the emitted energy flux that are not present
in standard BHs within GR.

Finally, we also compute the dephasing between the
magnetized BH and the TS, accumulated within one year
of evolution of the test scalar charge up to the ISCO of
the BH.

A. Energy flux of magnetized BHs and TSs

The scalar energy fluxes are computed using Eq. (50)
and numerically solving the source free version of Eq. (35)
with the correct boundary conditions to get Ψ−. The
fluxes are compared to the analytical result which is
valid at large orbital separation (see Sec. VI). As already
mentioned, in the low-frequency approximation, the lm−
component of the flux at infinity is described by Eq. (76)
for both magnetized BHs and TSs, while the flux at the
horizon is given by Eq. (82) for BHs.

5 10 30 100 150 250

10-11

10-9

10-7

10-5

r0 / (rS /2)

E
∞
2

μ
q

r S
R
y
-
2

analytical solution
rB / rS  0
rB / rS  0.5
rB / rS  0.99
rB / rS  1.1
rB / rS  1.5
rB / rS  1.9

6 7 8 9 10
10-6

10-5

10-4

FIG. 1. Scalar energy flux at infinity as a function of the
orbital radial distance r0, starting from rISCO, for different
values of the ratio rB/rS of the magnetized BH and the TS.
The flux is computed truncating the summation at lmax = 3.
The dashed gray line represents the flux computed using the
analytical solution. The inset shows a zoom of the region
close to the ISCO, where the differences in the flux are larger.
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The results are shown in Fig. 1 for both magnetized
BHs and TSs and different values of the parameters ra-
tio rB/rS . The top panel shows good agreement between
the numerical results for r0 ≫ rS and the analytical ap-
proximation, which gradually loses validity as the orbit
approaches the ISCO, as evident from the bottom panel.
This agreement is present also for each lm-component
of the flux, as shown in Fig. 2 for a TS. As expected
and partially confirmed by the analytical expression, the
maximum power emitted at infinity occurs when the par-
ticle orbits along the ISCO and monotonically decreases
for circular orbits farther from the compact object.

6 10 30 100 150 250

10-21

10-19

10-17

10-15

10-13

10-11

10-9

10-7

10-5

r0 / (rS /2)

E
∞
2

μ
q

r S
R
y
-
2

analytical solution
l, m 1, 1
l, m 2, 2
l, m 3, 3
l, m 3, 1

FIG. 2. lm-component of the scalar energy flux emitted at
infinity as a function of the radial distance r0 of the circu-
lar orbit, starting from rISCO, for a TS with rB/rS = 1.5.
The dashed gray lines represent the flux computed using the
low-frequency analytical approximation. Note that the cases
l,m = 2, 1 and l,m = 3, 2 are not present because the spher-
ical harmonics Y21(π/2, 0) = Y32(π/2, 0) = 0.

The total flux is computed by truncating the lm sum-
mation to lmax = 3, since the other contributions are
subleading and their inclusion does not significantly af-
fect the results we wish to discuss. Indeed, as can be seen
from Fig. 2 for a TS with rB/rS = 1.5, the leading term
is given by the dipolar (l = 1) mode and each subsequent
contribution decreases monotonically as l increases, also
in agreement with the analytical expression in Eq. (76).

Due to the presence of the horizon at rS in the mag-
netized BH case, we also computed the scalar flux ab-
sorbed by the BH, as shown in Fig. 3. The comparison
between the numerical results and the analytical solution
of Eq. (82) provides an excellent agreement for large or-
bital separation. In all cases, the contribution of the flux
at the horizon is subleading compared to the flux at in-
finity. As can be seen from the plot, its value decreases
as the BH approaches extremality at rB/rS = 1, as ex-
pected, since this is the point in parameter space where
the BH and the TS are continuously connected. As op-
posed to the flux at infinity, the fluxes at the horizon for
the different rB/rS values considered do not asymptoti-
cally tend to the same value for large orbital radii.

5 10 30 100 150 250
10-30

10-26

10-22

10-18

10-14

10-10

10-6

r0 / (rS /2)
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μ
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r S
R
y
-
2

analytical solution
rB / rS  0
rB / rS  0.5
rB / rS  0.99
rB / rS  0.9999

FIG. 3. Scalar energy flux at the horizon as a function of the
orbital distance r0, starting from rISCO, for different values of
the ratio rB/rS of the magnetized BH. The flux is computed
truncating the summation at lmax = 3.

B. Resonances

A particularly intriguing aspect in the analysis of the
energy flux emitted at infinity concerns ultra-compact
TSs of the second kind, which behave like BH mimickers
but exhibit key differences from BHs that can serve as
signatures of the absence of the horizon [3]. As can be
seen from the expression of the source in Eq. (37), the
point particle following a stable circular orbit around the
primary object can excite the QNMs of the compact ob-
ject as long as mΩ matches the real part of the QNMs
frequency

ωR = mΩ , (93)

where we defined ωR = Re[ωQNM] and ωI = Im[ωQNM].
When the resonant condition above is fulfilled, the en-
ergy flux develops sharp peaks for values of r0 that sat-
isfy Eq. (93). This is clear also from the denominator
of Eq. (46) that involves the Wronskian, which vanishes
when the considered frequency corresponds to the one of
a QNM. If the modes are long-lived (|ωI | ≪ ωR, as it
happens for ultracompact TSs [17, 19, 20, 23]) then the
Wronskian is almost zero on the real axis when the reso-
nant condition (93) is satisfied. For BHs in 4 dimensional
vacuum GR, this never occurs, as the real part of the
fundamental QNM frequency is always higher than the
orbital frequency of the ISCO for both static and rotating
BH solutions. On the other hand, the QNM spectrum of
ultracompact horizonless objects contains low-frequency
modes trapped within the object and the photon-sphere
barrier [3, 72], and these modes can be resonantly excited
by circular orbits.
The QNMs of a test scalar field in the background

of a TS in the full parameter space are shown in Ap-
pendix A. The TS presents long-lived modes with suf-
ficiently small real frequencies for small enough values
of rB/rS , as shown in Fig. 4. Indeed, as long as the
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QNM real frequency remains below the horizontal lines
(which represent multiples of the ISCO orbital frequency,
mΩISCO) the point particle can excite the corresponding
QNM. By exploring the relevant parameter space, guided
by the information of Fig. 4, we found several resonances
in the energy flux of the TS, for different values of rB/rS .
The results are summarized in Fig. 5, where the scalar en-
ergy flux at infinity for several TSs with different rB/rS ,
along with their characteristic resonances, is compared
to that of a nearly-extremal magnetized BH. The latter
does not exhibit any peaks, since its modes are neither
long-lived nor have sufficiently low frequency. The res-
onances presented in the plot occur for excited QNMs
with l = m = 1 and l = m = 2, where the value of m
enters the resonant condition Eq. (93) and the flux for-
mula in Eq. (50), while the QNMs are degenerate in the
azimuthal number, due to the spherical symmetry of the
background.

1.005 1.010 1.015 1.020
0.00

0.05

0.10
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0.20

0.25

0.30

rB / rS

(r
S
/2
)
ω
R

l  1

l  2

l  3 m 3

m 2

m 1

FIG. 4. Real part of the QNM frequencies for test scalar
field perturbations in the background of a TS, for different
values of l = 1, 2, 3. The solid, dashed and dotted horizontal
lines represent multiples of the orbital frequency at the ISCO,
mΩISCO (rS/2) for m = 1, 2, 3, respectively.

A clearer view at some specific resonances is present
in Fig. 6 where, zooming-in near a resonance, we show
the typical structure of the peaks for three distinct TSs.
Note that, in all cases, the resonances are extremely
narrow, and we needed to employ high resolution in
scanning the orbital distance to identify them. This
is due to the rather small value of the imaginary part
of the excited QNM frequency, that can range from
(rS/2)|ωI | ∼ 10−11 for the l = 1 mode of the TS with
rB/rS = 1.004, to (rS/2)|ωI | ∼ 10−19 for the l = 2 mode
of the TS with rB/rS = 1.003. The other QNMs with
(l,m) = (2, 2), (3, 3), (3, 1) that, according to Fig. 4, are
prone to be excited were not identified because of their
extremely small imaginary part ((rS/2)|ωI | ≲ 10−20, as
shown in Appendix A).

The minimum shown in the plots, often referred to as
an anti-resonance, is common and can be easily explained
by a simple toy model where the perturbations of the
compact object are described by a forced harmonic os-
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FIG. 5. Resonances of the scalar energy flux at infinity for
different values of rB/rS in the parameter space of ultracom-
pact TSs. The black curve represents the scalar energy flux
at infinity for a nearly-extremal magnetized BH, providing a
comparison with the considered TS solutions. For each res-
onance, we indicate the angular momentum and azimuthal
numbers of the excited QNM that generates the peak in the
flux.

cillator, sourced by the secondary object (see [56, 58, 73]
for more details). This allows us to model the energy flux
across a single resonance as

Ėres
∞

Ė∞
=

[(1− b)(mΩ)2 − ω2
R − ω2

I ]
2 + (2mΩωI)

2

[(mΩ)2 − ω2
R − ω2

I ]
2
+ (2mΩωI)2

, (94)

where Ėres
∞ and Ė∞ are the energy flux at infinity

with and without the resonance, respectively, b = 1 −
(Ωmax/Ωmin)

2, with Ωmax and Ωmin denoting the frequen-
cies corresponding to the maximum and the minimum of
the resonance. Figure 7 shows the resonance for a TS
with rB/rS = 1.001, associated to the l = m = 1 mode,
together with the best fit obtained using Eq. (94).

C. Dephasing

To close this section we now compute the phase of the
scalar wave emitted by the test charge around either a
TS or a magnetized BH, focusing on the difference be-
tween these two situations in terms of the dephasing. We
therefore define

δϕs(t) = |ϕBH
s (t)− ϕTS

s (t)| , (95)

where ϕBH
s (t) and ϕTS

s (t) are the phase at time t for the
BH and TS, respectively. Without loss of generality we
can choose ϕBH

s (t = 0) = ϕTS
s (t = 0) = 0.

To estimate the contribution of the resonances to the
evolution of the inspiral we computed the dephasing be-
tween the TS with the resonance and TS in which the
resonance was artificially removed (by setting a resolu-
tion larger than the width of the resonance), for the case
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FIG. 6. Resonances of the scalar energy flux at infinity for TSs
of the second kind with rB/rS = 1.001 (top panel), rB/rS =
1.002 (middle panel) and rB/rS = 1.005 (bottom panel). The
peaks are associated to QNMs with l = m = 1 (top and
middle panels) and l = m = 2 (bottom panel). The origin
of the axis is chosen to coincide with the radial distance rres0 ,
where the peak of the resonance occurs.

rB/rS = 1.001 shown in Fig. 7. For this purpose it is use-
ful to introduce the dephasing accumulated during the
inspiral evolution from an initial radius rini at tini = 0
to a final radius rfin, between the two TS cases with and
without the resonance

∆ϕs = |ϕTS
s, res(rfin)− ϕTS

s, no res(rfin)| , (96)
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FIG. 7. Comparison between the energy flux at infinity Ėres
∞ ,

normalized by the flux ignoring the resonance Ė∞, computed
with the exact numerical results (red solid line) and with the
best fit of a forced-oscillator model described by Eq. (94)
(dashed black line).

where again ϕTS
s, res(rini) = ϕTS

s, no res(rini) = 0. Consider-
ing the evolution centered on the resonance with a width
of (rfin − rini)/(rS/2) ≈ 3 × 10−8, we computed the de-
phasing ∆ϕs ≲ O(10−1) rads. Since the l = m = 1
resonance for the case of the TS with rB/rS = 1.001 is
the widest among all those studied and shown in Fig. 5,
we conclude that all the resonances are too narrow to
produce a detectable dephasing. Indeed, as a rough rule
of thumb, a dephasing greater than 1 rad would substan-
tially impact a matched-filter search, leading to a sig-
nificant loss of detected events [74]. We emphasize that
this rule of thumb should be confirmed through more
detailed, model-dependent analysis; for instance, corre-
lations might still enable detection using incorrect mod-
els, though this would introduce systematic errors in the
estimated parameters.
For this reason we decided to neglect all the resonances

and compute the dephasing between different magnetized
BHs and TSs using Eq. (95), as shown in Fig. 9 for pa-
rameters q/Ry = 1 7, rS/2 = 106M⊙ and µ = 30M⊙. In
each case the starting point is chosen such that the test
scalar charge completes the orbital evolution up to the
ISCO of the BH in one year. Figure 8 shows the evolution
of the orbital radius r0 of circular orbits as a function of
time, for both magnetized BHs and TSs, varying rB/rS .
The test charge reaches the ISCO in the BH case faster
than in the TS case (see Fig. 8) due to the additional flux
at the horizon and the larger flux at infinity, as shown
in Fig. 1. As Fig. 9 confirms, the further away the BH
and the TS are in the parameter space, the larger is the

7 As discussed in the conclusion, the choice of q/Ry = 1 is made
to imitate the gravitational case, wherein the source is only pro-
portional to µ and independent of Ry . Clearly the fluxes can be
easily rescaled for different values of q/Ry .
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accumulated dephasing, arriving up to O(104) rads in
the comparison between the Schwarzschild limit and a
TS with rB/rS = 1.9. On the other hand, we estimate
that the minimum ϵ difference, defined as rB/rS = 1± ϵ,
to develop a dephasing of around 1 radiant between a
nearly extremal magnetized BH and an ultra-compact
TS is ϵ ≈ 10−4, that corresponds to ∆Q/M ≈ 4 × 10−5

between the two solutions.
As previously mentioned, the contribution of the scalar

flux absorbed by the horizon in the BH case is always
subdominant relative to the flux at infinity. However, it
is only near the extremal BH limit at rB/rS = 1 that
it becomes completely negligible, as shown in Fig. 9,
which illustrates the dephasing after 1 year of evolu-
tion between a BH with rB/rS = 0.9999 and a TS with
rB/rS = 1.0001. The much larger dephasing observed in
all other comparisons is due to the different fluxes, both
at the horizon and at infinity.

0.0 0.2 0.4 0.6 0.8 1.0 1.2

6.0

6.2

6.4

6.6

6.8

t [yr]

r 0
/(
r S
/2
)

rB / rS  0
rB / rS  0.5
rB / rS  0.75
rB / rS  0.85
rB / rS  0.95
rB / rS  1.0001

FIG. 8. Evolution of the orbital radius of the point particle
under radiation reaction for q/Ry = 1, rS/2 = 106M⊙ and
µ = 30M⊙. The evolution begins at a radial distance r0 ≈
6.759 rS/2 at tini = 0, to guarantee 1 year of evolution for
the magnetized BH case with rB/rS = 0, and stops as the
particle reaches rISCO at tISCO.

VIII. CONCLUSIONS & OUTLOOK

We studied the radiation emitted by a test charge in
circular orbit around magnetized TSs and BHs. The for-
mer are regular solutions to Einstein-Maxwell theory in
five dimensions which are similar to BHs at large distance
but replace the horizon by a regular interior.

The most interesting case is when the TS is compact
enough to mimic a BH (rB ≈ rS). When this happens,
the low-frequency, long-lived QNMs of the TS can be
excited during the inspiral. However, such resonances
are too narrow to produce a significant effect. The main
difference between the BH and the TS in the rB → rS
limit is therefore due to the absence of energy flux at the
horizon for a TS, as it happens in other toy models [57–
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10-10

10-8

10-6

10-4

10-2

1

102

104

t [yr]

δ
Φ
s
(t
)[
ra
ds

]
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Φs (rB / rS  0.5) -Φs (rB / rS  1.001)
Φs (rB / rS  0.75) -Φs (rB / rS  1.001)
Φs (rB / rS  0.85) -Φs (rB / rS  1.001)
Φs (rB / rS  0.95) -Φs (rB / rS  1.001)
Φs (rB / rS  0.9999) -Φs (rB / rS  1.0001)

FIG. 9. Scalar wave dephasing between magnetized BH and
the TS as a function of time for q/Ry = 1, rS/2 = 106M⊙
and µ = 30M⊙. For each curve the starting point at tini = 0
is set to guarantee 1 year of evolution up to the ISCO for the
scalar charge orbiting around the BH.

59]. For a TS, absence of effective trapping requires the
condition (53). This condition is polynomial in (rB/rS −
1), while in effective toy models is typically logarithmic,
∆T ∼ log(rB/rS−1) [3], making effective trapping much
less efficient than for a TSs [57–59]. In the TS case,
assuming a mass ratio µ/M ≈ 10−6, effective trapping
would be efficient whenever

rB − rS ≲

(
rS

106M⊙

)
micron . (97)

This difference is clearly tiny compared to the size of the
primary, but still much larger than the Planck length,
ℓPlanck, that is typically considered as the relevant near-
horizon length scale for quantum BH effects [6–8]. In
other words, if rB = rS + ℓPlanck, the TS would be prac-
tically indistinguishable from a BH, at least in this model
for what concerns radiation-reaction effects and QNM ex-
citation. It is also worth mentioning that, from a prac-
tical point of view, the dephasing between a TS with
rB = rS(1+ϵ) and a BH with rS = rB(1−ϵ) is negligible
when ϵ ≲ 10−4, so the regime in which effective trapping
can occur is likely beyond the observational accuracy.
We focused on scalar radiation by a test charge. The

extension to the more relevant case of a point mass can
be done by including a source into the analysis of [19, 23].
This case is technically challenging because gravitational,
scalar, and electromagnetic perturbations are all coupled
to each other, but should be feasible with standard tech-
niques. In preparation of such a calculation, it is useful
to estimate the scaling of the source with the model pa-
rameters. In the case of a point mass, the relevant action
reads

S =

∫
d5x

√
−g

(
R

2κ25
− 1

4
FµνF

µν

)
− µ

∫
γ

dτ
√
gµνuµuν ,

(98)

where γ is the particle worldline. This gives Einstein-
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Maxwell equations in five dimensions,

Gµν = κ25(T
EM
µν + T particle

µν ) , (99)

where TEM
µν is the electromagnetic stress-energy tensor

and, for a particle in equatorial motion as described
above,

T particle
µν = µ

uµuν√
−gut

δ(r − r0)δ(θ − π/2)δ(ϕ− Ωt)δ(y) .

(100)
Following the same procedure done for the test scalar
charge, one would obtain

T particle
µν =µ

uµuν
r2ut

δ(r − r0)
∑
n

e
in y

Ry

2πRy∑
lm

Ylm(θ, φ)Y ∗
lm

(π
2
, 0
)
e−imΩt . (101)

Interestingly, since κ25 = κ24Ry and T particle
µν ∼ 1/Ry, it

is easy to see that Ry disappears from the source of the
massless (n = 0) modes, which depends on κ25T

particle
µν .

This corresponds to the case Ry = q previously discussed.
We leave the full computation of the system’s linear re-
sponse to future work.

A more complex extension regards considering more re-
alistic BH microstates [13], including non-extremal [75]
or spinning backgrounds. Solutions describing spinning
TSs are recently under investigation [76, 77]. In case
geodesic motion is integrable and perturbation equa-
tions can be separated for these solutions, as it happens
(at least for test scalar perturbations) for the solution
recently found in [76], this would enormously simplify
the problem of computing the EMRI dynamics, as in
the Kerr case. Otherwise, non-integrability of geodesic
motion would result in chaotic behavior as for boson
stars [40], and absence of separability would require solv-
ing a system of partial differential equations to com-
pute the emitted fluxes. Nonetheless, both extensions
(gravitational perturbations induced by a test mass and
spinning backgrounds) are necessary to develop realistic
waveform models for LISA data analysis [78].
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Appendix A: QNMs of a test scalar field in the
background of the TS

In this Appendix, as a practical reference, we show the
QNMs of a test scalar field in the background of the TS
varying the ratio rB/rS for different values of the an-
gular momentum number l = 1, 2, 3. Note that these
modes have been already studied in detail in the liter-
ature, see [17, 18]. The QNMs are computed by solv-
ing, with a direct integration method [79, 80], the eigen-
value problem represented by the homogeneous version
of Eq. (33) with n = 0, together with proper boundary
conditions (see [19, 23] for more details).
As shown in Fig. 10, as the rB/rS = 1 limit is ap-

proached, the fundamental mode becomes increasingly
long-lived, and its real part tends to zero, thus making
the scalar energy flux at infinity more prone to develop
a resonance. As the angular momentum number l in-
creases, the absolute value of the imaginary part of the
frequencies significantly decreases [18], making the reso-
nance of the energy flux extremely narrow.
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FIG. 10. Real part (top panel) and imaginary part (bottom
panel) of the fundamental QNMs frequencies for test scalar
perturbations in the background of the TS varying the ratio
rB/rS for different values of l = 1, 2, 3.
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