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A B S T R A C T
With the exponential growth of Internet of Things (IoT) devices, edge computing (EC) is gradually
playing an important role in providing cost-effective services. However, existing approaches struggle
to perform well in graph-structured scenarios where user data is correlated, such as traffic flow
prediction and social relationship recommender systems. In particular, graph neural network (GNN)-
based approaches lead to expensive server communication cost. To address this problem, we propose
GraphEdge, an efficient GNN-based EC architecture. It considers the EC system of GNN tasks, where
there are associations between users and it needs to take into account the task data of its neighbors
when processing the tasks of a user. Specifically, the architecture first perceives the user topology
and represents their data associations as a graph layout at each time step. Then the graph layout is
optimized by calling our proposed hierarchical traversal graph cut algorithm (HiCut), which cuts the
graph layout into multiple weakly associated subgraphs based on the aggregation characteristics of
GNN, and the communication cost between different subgraphs during GNN inference is minimized.
Finally, based on the optimized graph layout, our proposed deep reinforcement learning (DRL) based
graph offloading algorithm (DRLGO) is executed to obtain the optimal offloading strategy for the
tasks of users, the offloading strategy is subgraph-based, it tries to offload user tasks in a subgraph to
the same edge server as possible while minimizing the task processing time and energy consumption
of the EC system. Experimental results show the good effectiveness and dynamic adaptation of our
proposed architecture and it also performs well even in dynamic scenarios.

1. Introduction
With the rapid development of 5G, IoT, and artificial in-

telligence (AI) technologies, the era of the Internet of Every-
thing has arrived [1], [2], [3], [4], [5]. This also derives edge
computing (EC) scenarios with graph-structure features such
as social graphs [6] and multi-sensor environment-aware
networks [7], [8]. In such EC scenarios, users are related
to each other and no longer independent individuals, and
their computing tasks usually require access to the corre-
sponding data of their neighboring users. For example, in
multi-sensor environment-aware networks, we can model the
scenario as a graph, where the sensing devices are treated
as users and represented as vertices, the communication and
collaboration states between users are represented as edges.
In this way, the vertices and edges in the graph represent
the users’ data and their data associations. When certain
user device performs computing tasks of environment pre-
diction, its association relationship with other user devices
and correlation of data need to be considered. Since the
relationship between users cannot be measured using the
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traditional Euclidean distance metric, the graph-structured
EC scenarios are non-Euclidean. However, existing research
on EC [9], [10], [11], [12] mainly focus on optimizing
CNNs-based computing tasks on traditional scenarios with
Euclidean data [13], lacking the consideration of the asso-
ciation between users and the graph topology formed by
the users. To this end, it is crucial to investigate novel task
offloading strategies for efficiently handling tasks with non-
Euclidean data [14].

Recently, Graph Neural Networks (GNNs) map complex
relationships between nodes into a high-dimensional feature
space to fully learn their intrinsic dependencies, and have
shown significant advantages in processing non-Euclidean
graph data. In the EC system for GNN tasks, the complete
and identical GNN models are deployed on edge servers
located in different geographic locations. Each user as a
graph vertex offloads its task to communicable edge servers,
and next the offloaded task data will be inferred by the GNN
model in the form of graph data. Then GNN aggregates the
feature data of associated users using the graph structure and
linearly changes the aggregation results by applying them
to the weight matrix. Fig. 1 illustrates an edge computing
system for GNN tasks. It can be seen that the data of different
users are often offloaded to different edge servers. When a
certain edge server performs the GNN aggregation process,
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it often needs to obtain the data of associated users on other
edge servers. This process is called message passing [15] and
results in massive data transmission among edge servers.

However, existing researches only focus on designing
cost-efficient task scheduling schemes and fail to the con-
sideration of optimizing the graph layout [16], [17]. Further-
more, these methods still do not consider the following three
aspects: (1) Associations among Graph Vertices. The graph
layout formed by user vertices will significantly affect the
inference cost of EC system for GNN tasks. If the weak-
association task data are placed centralized in the same edge
servers and strong-association task data are placed in differ-
ent edge servers, it will incur large data transfer among edge
servers during GNN inference and lead to a lot of inference
cost. Note that the placement is the task offloading of the
graph vertex data corresponding to users. Furthermore, due
to the irregular relationships between graph vertices, it is
challenging to rationally optimize the graph layout according
to the aggregation characteristics of GNN. (2) Dynamics
of Graph Topologies. The states of users participating in
GNN computational tasks often dynamically change over
time, which leads to changes in the graph layout formed by
the user’s topology. Such frequent changes in graph layout
often result in the significant degradation of task execution
efficiency and resource utilization. Thus, it is required that
the EC system must be able to perceive the changes in the
number and relationships of users. (3) Real-time Optimal Of-
floading. When the graph layout of users has been updated,
the offloading scheme of the previous is often no longer
optimal. If it is still used, the inference performance even
becomes inferior. To obtain the most efficient offload deci-
sion, the offload algorithm needs to re-perform the whole
solving process for the new graph layout, which incurs large
computation and time cost. Thus, the offloading scheme of
GNN tasks needs to adapt to the dynamic changes in graph-
structured EC scenarios.

To address the above issues in graph-structured EC sce-
narios, this paper proposes GraphEdge, an efficient GNN-
based edge computing architecture. It can dynamically aware
the graph layout of EC scenarios for graph layout optimiza-
tion and task offloading. Specifically, firstly, we propose
the dynamic graph model to represent changes in users and
their association states. This model adopts a mask module
and position attributes to maintain the user’s states and
changes. Secondly, based on this graph model, we propose
a hierarchical traversal graph cut algorithm to optimize the
original graph layout into a new graph layout consisting of
multiple subgraphs. In this new graph layout, user vertices
in same subgraphs are strongly associated, and user vertices
between subgraphs are weekly associated. Moreover, task
offloading based on the new graph layout can reduce the
message passing cost during GNN inference. At this point,
since the offloading strategy determines which server the
tasks in each subgraph are offloaded to, it is termed graph of-
floading. Thirdly, we propose a deep reinforcement learning-
based graph offloading algorithm, termed DRLGO, which
is real-time aware of the changes in graph applications and

Fig. 1. EC system for GNN tasks.

EC networks to efficiently generate optimal graph offload-
ing decision based on optimized graph layout. Overall, our
contributions are as follows:

• We propose an efficient GNN-based edge computing
architecture, which transmits graph data to different
edge servers for GNN inference, achieving GNN pro-
cessing over multi-edge cloud collaboration.

• We propose a hierarchical traversal graph cut algo-
rithm that cuts the whole graph for users into se-
ries subgraphs. The vertices in the same subgraph
are strongly associated while different subgraphs are
weakly associated. And the cross-server communica-
tion cost caused by message passing between sub-
graphs can be minimized in GNN inference.

• We propose the DRL-based graph offloading algo-
rithm to efficiently generate optimal graph offloading
decisions in dynamic graph-structured EC scenario, it
considers the heterogeneity of servers and can mini-
mize the system cost to process user tasks.

• Extensive simulation experiments are conducted to
verify the effectiveness and superiority of our pro-
posed method in the graph-structure EC system. Ex-
perimental Results demonstrate that DRLGO can
minimize system cost even in the dynamic EC sce-
nario. Moreover, HiCut can effectively reduce cross-
server communication cost during GNN inference.

The rest of this paper is organized as follows: Section 2
briefly reviews the previous works in EC, GNN, GNN and
DRL applications in EC. Section 3 will give the system
model and optimization objective of our work. The proposed
graph cut algorithm, HiCut will be introduced in Section 4.
Next, we’ll describe the proposed graph offloading algo-
rithm, DRLGO in Section 5. And then, the results and
analysis of the experiment will be given in Section 6. At last,
We will give a conclusion of our work in Section 7.

2. Realted works
In this section, we first introduce the related works in EC

and GNN. Then, we introduce the applications of GNN and
DRL in edge computing.
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2.1. Edge computing
EC is a distributed service architecture, it sinks central

cloud service capabilities to edge servers that are closer to
users. In recent years, the rapid development of IoT has
facilitated researchers to conduct many studies on EC. These
researches mainly focus on EC scenarios and task offloading
optimizations [18]. Dhuheir et al. [19] classified the EC
scenario into hotspot and non-hotspot areas, and solved the
problem of automatic monitoring and path planning for Un-
manned Aerial Vehicles (UAVs) in their research scenario.
Qian et al. [20] investigated the task offloading optimization
problem in the Maritime Internet of Things (M-IoT). Hao
et al. investigated the task offloading problem in the DT-
enabled URLLC mobile edge network and proposed a more
effective DT-assisted robust task offloading scheme based on
learning consisting of decision and deviation networks [21].
In [22], [23], [24], DRL was used to address collabora-
tive computational offloading and resource allocation in EC
networks. Chen et al. [25] used a game-theoretic approach
to improve the anti-jamming ability between smart gaming
devices and proposed a novel anti-jamming cooperative
computational model for smart games.
2.2. Graph neural network

Graph neural networks are mainly used to process graph
structure data contains vertices and edges generated by these
vertices’ associations. At the same time, each vertex usually
has its own feature data [26]. The reason why GNNs can
learn the information of neighborhoods using associations
between vertices is because they combine the graph em-
bedding techniques [27] and the neural network operator
techniques [28]. The inference process of GNN is described
in Section 1 and will not be repeated here. Moreover, the
vertices in the graph can get information about each other
after a number of message passing iterations [29]. All this
presupposes that the work [30] implements the convolutional
techniques in graphs which optimize the aggregation opera-
tion of GNN and make the learning of graphs possible.

Taking GCN [31] as an example, the formula for the
aggregation and update of GCN is as follows (considering
the inference of a GCN with two layers), The input to the
GCN is a graph  = (𝑉 ,𝐸), where 𝑉 denotes the set of
vertices in the graph and 𝐸 denotes the set of edges between
vertices in the graph.

𝐻 (𝜅+1) = 𝛿(�̃�− 1
2𝐴�̃�− 1

2𝐻 (𝜅)𝜙(𝜅)), (1)
where 𝐻 (𝜅+1) represents the hidden representation of the
vertices in the 𝜅th layer after aggregation, 𝐴 is the adjacency
matrix with the addition of the self-loop, and �̃� represents
the matrix of the node degrees after the addition of the self-
loop. 𝛿 is a nonlinear activation function. 𝜙(𝜅) represents the
parameters of the 𝜅th layer of GCN. The output of a two-
layer GCN can be expressed as:

Ψ (𝑋,𝐴) = 𝛿
(

𝐴𝑅𝑒𝐿𝑈
(

𝐴𝑋𝑊0

)

𝑊1

)

, (2)

where 𝑋 represents the feature data of the vertices. 𝑊0 and
𝑊1 denote the weight matrices for different layers of GCN,
respectively.
2.3. GNN applications in EC

The application of GNN in EC implies the characteristics
of distributed services due to the distributed character of EC.
Much work does not take into account the limited resources
and dynamic nature of the EC system for GNN tasks. Zeng
et al. [32] investigated the server-side distributed GNN pro-
cessing system in edge services, but the cost statistics were
not enough. This work only metrics such as network commu-
nication latency and throughput, and does not consider the
overall energy and time cost of the system to process user
tasks. He et al. [33] studied distributed GNN systems under
the federated learning paradigm, but this study was based
more on security and did not take into account the perfor-
mance of heterogeneous scenarios and limited resources. In
works [34] and [35], the GNN services are considered but
EC scenarios are not dynamic. Zeng et al. [36] studied GNN
services in dynamic heterogeneous EC scenarios but did not
consider the optimization of task offloading cost based on
the GNN aggregation characteristics.
2.4. DRL applications in EC

The applications of DRL in EC mainly focus on offload-
ing strategy exploration for user tasks and path planning for
mobile edge servers, such as unmanned vehicles and UAVs.
Lakew et al. [37] investigated intelligent offloading and
resource allocation problem in heterogeneous Air Access
Internet of Things (AAIoT) networks, based on MADDPG,
they explored the task offloading policy which minimized
the total energy cost of the system. Peng et al. [38] proposed
a resource management scheme also based on MADDPG
in UAV-assisted Internet of Vehicles (IoV). Seid et al. [23]
proposed an optimal task offloading scheme based on deep
Q-learning (DQN) in autonomous driving scenarios, but the
dynamic adaptation of the algorithm has not been explored.
Furthermore, most of the work on combining GNN with
DRL only uses GNN as an auxiliary tool for DRL. For exam-
ple, in works [39], [40], [41], [42], [43], etc. the researchers
consider the dynamic EC scene as an acyclic graph and
extract topological features of the scene using GNN. Then
the DRL approach is used to explore the task offloading
decision by combining the topological features.
2.5. Differences with existing work

Existing work considered static or limited dynamic EC
scenarios. These scenarios are modeled as graphs, with edge
and user devices as vertices and communication states or
interpersonal relationships as edges. GNNs are typically
used to extract vertex features, which are then processed
by algorithms like DRL for task offloading or resource
allocation. These works do not optimize the system energy
consumption and task processing time for GNN aggregation
characteristics. In short, the main differences between our
work and existing work are as follows:
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1) We consider a more realistic dynamic scenario where
user locations, numbers, and associations can change arbi-
trarily.

2) The pre-trained GNN model is deployed on each edge
server to process the received graph task data, rather than
serving as part of the algorithm.

3) We partition strongly correlated vertices into a sub-
graph based on GNN aggregation characteristics. For the
partitioned subgraph, we use DRL to explore the optimal
graph offloading strategy.

3. System model
In this section, the system model will be introduced.

We first introduce the execution process of our EC system.
Then we describe the dynamic graph model, graph offload-
ing communication model, and GNN computation model.
Finally, we introduce the objective function and optimization
task of our proposed problem.

Fig. 2. The processing flow of the GNN-based EC system.

3.1. System overview
We consider the GNN-based edge computing architec-

ture as shown in Fig. 1. GNN models are deployed on
edge servers located in different geographic locations. Users
offload their tasks to the edge server through the access
points (APs). Each edge server will receive the data of
several users and take them as the input of the GNN model
to execute inference. From the perspective of an edge server
executing tasks, the data uploaded by each user is essentially
a graph vertex for the input of GNN model at this edge server.
Thus, the EC controller (core server) in our architecture
first perceives the topology of users who participated in
GNN computation and represents the association of user
data as a graph. This graph is the original graph layout.
Then the graph cut algorithm is adopted to optimize the
original graph layout into a new graph layout consisting
of multiple subgraphs, minimizing the message passing be-
tween subgraphs when GNN is in inference. Based on the
new graph layout, the EC controller generates the optimal
graph offloading strategy, it decides which edge server each
subgraph is offloaded to, and then broadcasts the offloading
decision to each user. Subsequently, each user follows the
offloading decision to upload the task data to edge servers for
GNN computing. Eventually, the offloaded tasks will be used

Table 1
Main symbols definition.

Notation Description

𝜎 Noise power
𝜔 Edge network
𝑁 Number of users
𝑋𝑖 Task data size of 𝑈𝑖
𝑠𝑢𝑏 Optimized graph layout
|𝑖| Number of neighbors of 𝑈𝑖
𝜗 Unit data update cost in GNN
𝑀 Number of APs and edge servers
𝜇 Unit data aggregation cost in GNN
 Original graph layout awared by EC system
𝑇𝑎𝑙𝑙 Time cost for system complete all user’s tasks
𝐼𝑢𝑝𝑑𝜅 Update cost at the 𝜅th layer of GNN
𝐼𝑎𝑔𝑔𝜅 Aggregation cost at the 𝜅th layer of GNN
𝑅𝑖,𝑚 Uplink rate between 𝑈𝑖 and 𝐴𝑃𝑚
𝑇 𝑢𝑝
𝑖,𝑚 Time cost for 𝑈𝑖 to upload task to 𝐴𝑃𝑚

𝑇 𝑐𝑜𝑚
𝑖,𝑓𝑘

Time cost for GNN process the task data of 𝑈𝑖
𝐼𝑢𝑝𝑖,𝑚 Energy cost for 𝑈𝑖 to upload task to 𝐴𝑃𝑚
𝐼𝑎𝑙𝑙 Energy cost for system complete all user’s tasks
𝑅𝑘,𝑙 Uplink rate between 𝑆𝑉𝑘 and 𝑆𝑉𝑙
𝐵𝑖,𝑚 Transmission bandwidth between 𝑈𝑖 and 𝐴𝑃𝑚
𝐵𝑘,𝑙 Transmission bandwidth between 𝑆𝑉𝑘 and 𝑆𝑉𝑙
𝜍𝑖,𝑚 Energy cost of unit data uploaded from 𝑈𝑖 to 𝐴𝑃𝑚
𝜍𝑘,𝑙 Energy cost of unit data transferred from 𝑆𝑉𝑘 to 𝑆𝑉𝑙
𝑇 𝑡𝑟𝑎𝑛
𝑘,𝑙 Time cost for 𝑆𝑉𝑘 to transfer data to 𝑆𝑉𝑙
𝐼𝑐𝑜𝑚𝑘,𝑙 Energy cost for 𝑆𝑉𝑘 to transfer data to 𝑆𝑉𝑙
𝜍𝑘,𝑙 Energy cost of unit data transfered from 𝑆𝑉𝑘 to 𝑆𝑉𝑙
𝜙 Energy cost for unit data to use activation function
𝑓𝑘 CPU cycles per second of GNN process unit data

as the input for GNN inference. After GNN inference, each
edge server will return the results to users. The processing
flow of the proposed architecture is shown in Fig. 2.

As shown in Fig. 1, our EC system mainly consists
of three layers: the user layer, the access laye, and the
GNN inference layer. The user layer contains 𝑁 users,
represented as 𝑈 =

{

𝑈𝑛|𝑛 = 1, 2,… , 𝑁
}. In the remain-

ing two layers, the number of APs and edge servers is
the same and denoted by 𝑀 , since each AP is associ-
ated with an edge server. Thus, the edge servers and APs
can denote as 𝑆𝑉 =

{

𝑆𝑉𝑚|𝑚 = 1, 2,… ,𝑀
} and 𝐴𝑃 =

{

𝐴𝑃𝑚|𝑚 = 1, 2,… ,𝑀
} respectively. Let 𝑒𝑖𝑗 ∈ {0, 1} to

denote the association state between 𝑈𝑖 and 𝑈𝑗 , where 𝑒𝑖𝑗 =
1 indicates that the two are associated, and otherwise not
associated. The communication state between edge servers
is denoted by 𝜂𝑘𝑙 ∈ {0, 1}, 𝜂𝑘𝑙 = 1 indicating 𝑆𝑉𝑘 and 𝑆𝑉𝑙are communicating, and the opposite indicating they are not
in communication. The entire edge network adopts wireless
channel communication and the channels between different
APs do not interfere with each other. Besides, let 𝑤𝑖𝑘 ∈
{0, 1} denotes the offloading decision variable indicating
whether 𝑈𝑖 uploads its task data to 𝑆𝑉𝑘. And if 𝑤𝑖𝑘=1, it
means upload, otherwise not upload. Table 1 shows the main
symbols used to describe our EC system.
3.2. Dynamic graph model

Due to the dynamic states of users in the EC system, the
graph layout formed by the users and the data associations
between users will also change. To ensure that the graph lay-
out perceived by the EC controller can represent the changes
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in data association, we propose the dynamic graph model to
extend the graph layout perceived by the EC controller. Let
(𝑡) = (𝑉 (𝑡), 𝐸(𝑡)) denote the graph layout perceived by the
EC controller at time step 𝑡. 𝑉 =

{

𝑉𝑛|𝑛 = 1, 2,… , 𝑁
} is

the set of vertices in , and each vertex corresponding to a
user in the EC system. 𝐸 =

{

(𝑉𝑖, 𝑉𝑗)|∀𝑖, 𝑗 ∈ 𝑁, 𝑖 ≠ 𝑗
} is

the set of edges in , representing the associations between
the vertices in . In our EC system, users have three types
of dynamic states: (1) The changes in users’ location. (2)
The changes in number of users. (3) The changes in user’s
associations. The following describes how to extend  based
on the user’s dynamic states. To represent user location
changes, all vertices add the position attribute, which values
synchronized to the corresponding user location. And the
coordinates of 𝑈𝑖 at time step 𝑡 are given by (𝑥𝑖(𝑡), 𝑦𝑖(𝑡)). To
represent changes in the number of users, a 𝑚𝑎𝑠𝑘 module is
added to . The 𝑚𝑎𝑠𝑘 is an array of length 𝑁 and the initial
value of all elements is 1. If some users drop out or quit,
the values of the corresponding vertices in the 𝑚𝑎𝑠𝑘 will
be updated to 0, and their associations with other vertices
will be removed. When adding new users, positions in the
𝑚𝑎𝑠𝑘 with a value of 0 will be set to 1 based on the number
of new users. Meanwhile, new vertices will have the same
position value and data associations with newly added users.
For changes in the associations between users, it only needs
to update the edges in 𝐸. In this way, we extend  to the
dynamic graph model so that the states of users and data
associations between them can be dynamically represented.
3.3. Offloading communication cost

The offloading communication model of the GNN-based
EC system consists of three parts: graph offloading from
users to edge servers, the data transmission among edge
servers during the GNN inference, and the inference results
transmission from edge servers to users. Since the data
size of the inference result is too small, this paper mainly
considers the cost of the first two and ignores the last one.
The details are described in the following.

The channel gain between 𝑈𝑖 and 𝐴𝑃𝑚 at time step 𝑡 is
given by ℎ𝑖,𝑚(𝑡). ℎ𝑖,𝑚(𝑡) is modeled using the free space path
loss model ℎ𝑖,𝑚(𝑡) = 𝜚0(𝑑𝑖,𝑚(𝑡))−2, where 𝜚0 represents the
channel gain at the reference distance 𝑑0 = 1, and 𝑑𝑖,𝑚(𝑡)denotes the distance between 𝑈𝑖 and 𝐴𝑃𝑚 at time step 𝑡.
In our EC system, the positions of APs and edge servers
will not change after deployment and the communication
quality between the AP and the edge server is good, so their
communication cost can be ignored. Let ℎ0 be the channel
gain between edge servers.

First, we introduce the communication cost of the user
offloading graph data to AP. At time step 𝑡, when 𝑈𝑖’s graph
data is offloading to 𝐴𝑃𝑚, the uplink rate between the two
denoted as 𝑅𝑖,𝑚(𝑡), it can be denoted as:

𝑅𝑖,𝑚(𝑡) = 𝐵𝑖,𝑚(𝑡) log2

[

1 +
𝑃𝑖 ⋅ ℎ𝑖,𝑚(𝑡)

𝜎2

]

, (3)

where 𝐵𝑖,𝑚(𝑡) is the transmission bandwidth between 𝑈𝑖 and
𝐴𝑃𝑚, and 𝑃𝑖 is the transmission power of 𝑈𝑖. 𝜎 is the noise

power. The task data size of𝑈𝑖 is denoted as𝑋𝑖(𝑡). Let 𝑇 𝑢𝑝
𝑖,𝑚(𝑡)denote the communication delay of 𝑈𝑖 uploading its data to

𝐴𝑃𝑚 and it can be expressed as:

𝑇 𝑢𝑝
𝑖,𝑚(𝑡) =

𝑋𝑖(𝑡)
𝑅𝑖,𝑚(𝑡)

⋅𝑤𝑖𝑚(𝑡). (4)

Let 𝐼𝑢𝑝𝑖,𝑚(𝑡) denote the energy consumption of 𝑈𝑖 offload-
ing task data to 𝐴𝑃𝑚, which is formulated as:

𝐼𝑢𝑝𝑖,𝑚(𝑡) = 𝑋𝑖(𝑡) ⋅ 𝜍𝑖,𝑚 ⋅𝑤𝑖𝑚(𝑡), (5)
where 𝜍𝑖,𝑚 is a constant that represents the unit energy
consumption of 𝑈𝑖 uploading data to 𝐴𝑃𝑚.

Second, we introduce the communication cost of graph
data transmission between edge servers. When the edge
server executes GNN inference, if the graph data of 𝑆𝑉𝑘 is
associated with that of 𝑆𝑉𝑙, they need to communicate with
each other to transmit related graph data. Let 𝑅𝑘,𝑙 denote the
transfer rate between 𝑆𝑉𝑘 and 𝑆𝑉𝑙, which can be given by:

𝑅𝑘,𝑙 = 𝐵𝑘,𝑙 log2

[

1 +
𝑃𝑘 ⋅ ℎ0
𝜎2

]

,∀𝑘, 𝑙 ∈ 𝑀,𝑘 ≠ 𝑙, (6)

where 𝐵𝑘,𝑙 is the transmission bandwidth between 𝑆𝑉𝑘 and
𝑆𝑉𝑙, and 𝑃𝑘 is the transmission power of 𝑆𝑉𝑘. At time step
𝑡, we assume that 𝑥𝑘→𝑙(𝑡) is the data size that 𝑆𝑉𝑘 transfers
to 𝑆𝑉𝑙, formulated as ∑𝑁

𝑖=1𝑋𝑖 ⋅ 𝑤𝑖𝑘 ⋅ 𝑒𝑖𝑗 . Let �̃�𝑘𝑙(𝑡) denote
the transmitted data between 𝑆𝑉𝑘 and 𝑆𝑉𝑙, where �̃�𝑘𝑙(𝑡) =
𝑥𝑘→𝑙(𝑡) + 𝑥𝑙→𝑘(𝑡). Let 𝑇 𝑡𝑟𝑎𝑛

𝑘,𝑙 (𝑡) denote the communication
delay between 𝑆𝑉𝑘 and 𝑆𝑉𝑙 and it can be expressed as:

𝑇 𝑡𝑟𝑎𝑛
𝑘,𝑙 (𝑡) =

�̃�𝑘𝑙(𝑡)
𝑅𝑘,𝑙

⋅ 𝜂𝑘𝑙(𝑡). (7)

Accordingly, the energy consumption in the communi-
cation process between 𝑆𝑉𝑘 and 𝑆𝑉𝑙 is given by 𝐼𝑐𝑜𝑚𝑘,𝑙 (𝑡), it
can be represented as:

𝐼𝑐𝑜𝑚𝑘,𝑙 (𝑡) = 𝜍𝑘,𝑙 ⋅ 𝑒𝑖𝑗(𝑡) ⋅𝑤𝑖𝑘(𝑡) ⋅𝑤𝑗𝑙(𝑡) ⋅ 𝜂𝑘𝑙(𝑡) ⋅𝑋𝑖(𝑡), (8)
where 𝜍𝑘,𝑙 is a constant that represents the unit energy cost
of data transmission between 𝑆𝑉𝑘 and 𝑆𝑉𝑙. Eq. (8) indicates
that When performing GNN inference, communication be-
tween 𝑆𝑉𝑘 and 𝑆𝑉𝑙 is required, because the associated 𝑈𝑖and 𝑈𝑗 offload their tasks to 𝑆𝑉𝑘 and 𝑆𝑉𝑙 respectively.
3.4. GNN computation cost

In this subsection, we first consider the GNN compu-
tation time on the edge servers. Let 𝑓𝑘 denote the CPU
clock cycles per second used by GNN on 𝑆𝑉𝑘 to process
the unit data. And on 𝑆𝑉𝑘, the time required for the task of
𝑈𝑖 during GNN inference is denoted by 𝑇 𝑐𝑜𝑚

𝑖,𝑓𝑘
(𝑡), which can

be expressed as:

𝑇 𝑐𝑜𝑚
𝑖,𝑓𝑘

(𝑡) =
𝑋𝑖(𝑡) ⋅𝑤𝑖𝑘

𝑓𝑘
. (9)

Second, we consider the energy consumption of GNN
computation. GNN are usually multi-layer and the computa-
tion process contains aggregation and update phases. Let 𝐹
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be the number of layers in the GNN, and let 𝜅 denote the 𝜅-th
layer of the GNN. At time step 𝑡, the energy consumption
𝐼𝑎𝑔𝑔𝜅 (𝑡) of the aggregation phase in the 𝜅-th layer of the
GNN can be expressed as:

𝐼𝑎𝑔𝑔𝜅 (𝑡) =
𝑁 ′
∑

𝑖=1
𝜇 |

|

𝑖(𝑡)|| ⋅ 𝑆𝜅−1(𝑡), (10)

where 𝜇 is the unit data aggregation energy cost in GNN.
𝑁 ′ is the number of users in the current GNN computation.
|𝑖(𝑡)| is the number of neighbors of 𝑈𝑖 at time step 𝑡, 𝑆𝜅(𝑡)is the size of the feature data in the 𝜅-th layer of the GNN,
and the size of the original feature data is given by 𝑆0(𝑡).Let 𝐼𝑢𝑝𝑑𝜅 (𝑡) denote the energy cost for the update phase
of the 𝜅-th layer of the GNN, it can be expressed as:

𝐼𝑢𝑝𝑑𝜅 (𝑡) = 𝜗𝑆𝜅−1(𝑡) ⋅ 𝑆𝜅(𝑡) + 𝜑𝑆𝜅(𝑡), (11)
where 𝜗 is the cost of unit data for the GNN update phase,
and 𝜑 is the cost of unit data for multiplication when apply-
ing the activation function.
3.5. Formulation of the problem

Our goal is to obtain the optimal graph offloading strat-
egy to minimize the time and energy cost for the EC system
to complete all user tasks. Let 𝑇𝑎𝑙𝑙 denote the total time
required for the system to complete all user tasks. It includes
the time needed for graph data offloading, graph data pro-
cessing, and graph data transmission between edge servers.
𝑇𝑎𝑙𝑙 can be expressed as:

𝑇𝑎𝑙𝑙 =
𝑁
∑

𝑛=1
(
𝑀
∑

𝑚=1
𝑇 𝑢𝑝
𝑛,𝑚 +

𝑀
∑

𝑘=1

𝑀
∑

𝑙=1,𝑙≠𝑘
𝑇 𝑡𝑟𝑎𝑛
𝑘,𝑙 +

𝑀
∑

𝑘=1
𝑇 𝑐𝑜𝑚
𝑛,𝑓𝑘

). (12)

Let 𝐼𝑎𝑙𝑙 denote the total energy consumption required for
the EC system to complete all user tasks, which includes the
offloading, aggregation, and update energy consumption of
graph data of all GNN layers on the edge servers. 𝐼𝑎𝑙𝑙 can be
expressed as:

𝐼𝑎𝑙𝑙 =
𝑁
∑

𝑛=1
(
𝑀
∑

𝑚=1
𝐼𝑢𝑝𝑖,𝑚+

𝑀
∑

𝑘=1

𝑀
∑

𝑙=1,𝑙≠𝑘
𝐼𝑐𝑜𝑚𝑘,𝑙 )+

𝐹
∑

𝜅=1
(𝐼𝑎𝑔𝑔𝑘 +𝐼𝑢𝑝𝑑𝜅 ).

(13)
Let  represent the total cost of the system to accomplish

all user tasks, i.e.,  = 𝑇𝑎𝑙𝑙 + 𝐼𝑎𝑙𝑙. Based on this, given the
edge network 𝜔 and the user’s graph layout  perceived by
the EC controller, our optimization objective is to find the
optimal task offloading strategy 𝑤 for the user’s task to min-
imize the task processing time and the energy consumption
of the EC system, and the corresponding objective function
 can be expressed as:

 =

∑

𝑡=1
min
𝑤

 (𝑤|𝜔,, 𝑡) . (14)

𝑠.𝑡. 𝐶1 ∶
𝑀
∑

𝑘=1
𝑤𝑖𝑘 = 1,∀𝑖 ∈ 𝑁 (14a)

𝐶2 ∶ 𝑓𝑘 ≥ 0,∀𝑘 ∈ 𝑀 (14b)

𝐶3 ∶
𝑁
∑

𝑖=1

𝑀
∑

𝑚=1
𝐵𝑖,𝑚 ≤ 𝐵𝑚𝑎𝑥1 (14c)

𝐶4 ∶
𝑀
∑

𝑘=1

𝑀
∑

𝑙=1
𝐵𝑘,𝑙 ≤ 𝐵𝑚𝑎𝑥2, 𝑘 ≠ 𝑙 (14d)

𝐶5 ∶
𝑁
∑

𝑖=1
𝑃𝑖 ≤ 𝑃𝑚𝑎𝑥1 (14e)

𝐶6 ∶
𝑀
∑

𝑘=1
𝑃𝑘 ≤ 𝑃𝑚𝑎𝑥2, (14f)

where Constraint C1 means that each user’s task can only
be offloaded to one edge server. Constraint C2 indicates
that the server clock frequency used by the GNN to process
unit data must be greater than 0. Constraints C3 and C4
mean that the bandwidth between the user and the AP, as
well as between edge servers, cannot exceed the maximum
bandwidth allocated by the EC system. Constraints C5 and
C6 indicate that the transmission power of both the user and
the edge server cannot exceed the maximum transmission
power allocated by the EC system.

Since the variable 𝑤 =
{

𝑤𝑖𝑘|1 ≤ 𝑖 ≤ 𝑁, 1 ≤ 𝑗 ≤ 𝑀
}

in Eq. (14) is the set of integer offloading decision variables
that we require to solve, it contains a set of integer variables.
And 𝑤𝑖𝑘 has been explained in Section 3.1. So the proposed
optimization problem is an integer programming problem
that is difficult to solve by conventional methods, we de-
couple it into two subproblems. (1) Optimize the original
graph layout to ensure that cross-server communication cost
is minimized during GNN inference. Specifically, vertices
corresponding to users with strong associations are cut into
the same subgraph. Let 1 represent the graph layout opti-
mization problem. (2) Based on the optimized graph layout,
explore the graph offloading strategy to ensure that the total
task processing time and energy cost of the EC system for
processing all user tasks are minimized. Let 2 denote the
graph offloading strategy exploration problem. And 1 can
be denoted as:

1 =
∑

𝑡=1
∑𝑀

𝑘=1
∑𝑚

𝑙=1,𝑙≠𝑘 𝑚𝑖𝑛𝑠𝑢𝑏
𝐼𝑐𝑜𝑚𝑘,𝑙 (𝑠𝑢𝑏|𝜔,𝐺, 𝑡),

𝑠.𝑡. 𝐶1,
(15)

where 𝑠𝑢𝑏 is the optimized graph layout, which consists of
a series of weakly associated subgraphs. The subproblem 2can be expressed as:

2 =
∑

𝑡=1 𝑚𝑖𝑛𝑤 𝐶(𝑤|𝑠𝑢𝑏, 𝑡),
𝑠.𝑡. 𝐶2 − 𝐶6.

(16)

1 and 2 will be detailed in Section 4 and Section 5.

4. Hierarchical traversal graph cut algorithm
In this section, we will describe the hierarchical traversal

graph cut algorithm, HiCut, Which is used to solve the graph
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Dynamic graph partition and task scheduling for GNNs computing in edge network

layout optimization problem (1). Firstly, we introduce the
graph cut insight of the algorithm. Then the process of
the algorithm will be introduced. Finally, we analyze the
complexity of the algorithm.
4.1. Graph cut insights

According to Section 3.1, the topology formed by users
in the EC system is perceived as graph layout . In this graph
layout, let |𝑖| be the number of users that 𝑈𝑖 is associated
with. When the task data of 𝑈𝑖 is in GNN inference, it needs
to obtain task data from the |𝑖| associated users, and if
these task data from associated users are offloaded to other
edge servers, the edge server 𝑈𝑖 located will communicate
with edge servers where associated users are located for
transferring task data. And this will result in a large amount
of data communication cost between edge servers.

It can be seen that the above problem is caused by
the fact that in the graph layout , the task data of 𝑈𝑖and its associated users are not offloaded to the same edge
server. However, the deeper reason is that GNN inference re-
quires aggregating the task data for a user and its associated
users. Therefore, we consider optimizing the graph layout
 according to the aggregation characteristics of GNN. To
this end, we propose the hierarchical traversal graph cut
algorithm, HiCut, which adjusts the graph layout  to a new
graph layout. Let 𝑠𝑢𝑏 represent the new graph layout and
𝑠𝑢𝑏𝑐 represent a subgraph in 𝑠𝑢𝑏. The new graph layout
𝑠𝑢𝑏 consists of a series of subgraphs, where vertices in
a subgraph are strongly associated, while vertices between
different subgraphs are weekly associated. If a user with
more associations with other users, it indicates a stronger as-
sociation with those users. When exploring graph offloading
strategies based on 𝑠𝑢𝑏, since the data associations between
different subgraphs are minimized, the cross-server commu-
nication cost between the edge servers is also minimized.
The 𝑠𝑢𝑏 and 𝑠𝑢𝑏 can be expressed as:

𝑠𝑢𝑏 =
{

𝑠𝑢𝑏𝑐 |𝑐 = 1, 2, ..., 𝐶
}

, (17)

𝑠𝑢𝑏𝑐 =
{

𝑉𝑖,… , 𝑉𝑗|∀𝑖, 𝑗 ∈ 𝑁, 𝑖 ≠ 𝑗
}

, (18)
where 𝐶 is the number of subgraphs in 𝑠𝑢𝑏𝑐 .

Fig. 3. The Cut Process of HiCut.

4.2. The process of HiCut
First of all, HiCut is based on the graph’s breadth-

first search (BFS) algorithm [44] and layer-by-layer traver-
sal graph layout . Although the graph’s depth-first search
(DFS) algorithm [45] can also traverse the graph, it is limited
by stack memory and difficult to assess the associations
between the current vertex and vertices outside the recursion
path, so we choose the BFS as the basis of HiCut.

Secondly, the graph cut operation should be performed
between the two layers with the weakest vertex associations.
The associations between vertices in different layers are
represented by the number of edges. Specifically, when
finding the position of the graph cut operation, starting from
the second layer, we compare the number of edges in the
current layer, 𝑑𝑛, with that in the previous layer, 𝑑𝑛−1, n is
the number of the traversal layer. If the number of edges
increases, it indicates that the associations between these
two layers is strengthening, so the vertices in both layers
should be placed in the same subgraph, and the traversal
continues. If the number of edges decreases, we record the
vertices of the current layer in the variable 𝑉𝑠𝑒𝑔 and continue
traversing until the number of edges between two layers
increases again. At this point, the most recently recorded
𝑉𝑠𝑒𝑔 marks the optimal graph cut position, ensuring minimal
inter-subgraph edges after the graph cut operation. Since the
associations between vertices in the layers after the graph cut
position begins to strengthen again, the graph cut position
found based on the above criteria ensures that the correlation
between subgraphs is minimized.

Thirdly, After finding the graph cut position and per-
forming the graph cut operation, we obtain a subgraph in
𝑠𝑢𝑏. By using the vertices not in 𝐺𝑠𝑢𝑏 as starting vertex and
repeatedly performing the above graph cut operations, the
optimized graph layout 𝐺𝑠𝑢𝑏 can be obtained.

Finally, Fig. 3 shows the graph layout optimization pro-
cess of HiCut, we use the same color to represent the vertices
within a subgraph, and it can be seen that the original graph
layout  is finally cut into 5 subgraphs. Next, we take the
subgraph with red vertices as an example to explain how
HiCut performs the graph cut operation on . Let 𝑠𝑢𝑏𝑐denote the subgraph with red vertices. In Fig. 3, the numbers
on the edges represent the traversal layer’s number. At the
beginning of the graph cut operation, 𝑉1 is first traversed
by HiCut as the starting vertex, at which 𝑑1 is 3, since no
comparison is performed in the first layer, 𝑉1 is directly
added to 𝑠𝑢𝑏𝑐 and then the traversal proceeds to the second
layer. In the second layer, the value of 𝑑2 is 2, it satisfies the
condition 𝑑𝑛 < 𝑑𝑛−1, so the second layer can be considered
as a graph cut position. However, to ensure minimal associa-
tion between subgraphs, we save the current layer’s vertices
into 𝑉𝑠𝑒𝑔 and continue the traversal. In the third layer, 𝑑𝑛 is 1,
which satisfies the condition 𝑑𝑛 < 𝑑𝑛−1. Due to the fact that
there are vertices in 𝑉𝑠𝑒𝑔 , we first save the vertices in 𝑉𝑠𝑒𝑔(i.e., 𝑉2, 𝑉3, and 𝑉6) into 𝑠𝑢𝑏𝑐 , and the remaining steps are
the same as in the second layer. Finally, in the fourth layer,
𝑑𝑛 = 4 satisfies the condition 𝑑𝑛 ≥ 𝑑𝑛−1, and 𝑉𝑠𝑒𝑔 contains
vertices. Therefore, we add the vertices in 𝑉𝑠𝑒𝑔 (i.e., 𝑉4 and
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𝑉5) to 𝑠𝑢𝑏𝑐 and end the current graph cut operation. Thus,
we obtain the subgraph 𝑠𝑢𝑏𝑐 = {𝑉1, 𝑉2, 𝑉3, 𝑉4, 𝑉5, 𝑉6}composed of the red vertices. Finally, we can obtain all
the subgraphs shown in Fig. 3 by repeating the graph cut
operation with the vertices that are not in 𝑠𝑢𝑏 as the starting
vertices.
4.3. Description of HiCut

The detailed procedures of HiCut are summarized in
Algorithm 1. HiCut accepts the original graph layout  and
𝑁 vertices as input, these vertices represent users, which are
denoted as 𝑉 . The output of HiCut is the optimized graph
layout 𝑠𝑢𝑏. Additionally, the execution of the HiCut requires
several extra variables. Specifically,  is a queue used to
store the vertices of each layer in  and perform the layer-by-
layer traversal of . 𝑠𝑢𝑏𝑐 is used to represent the subgraph
obtained for the current graph cut operation. 𝑁𝑐𝑢𝑟 denotes
the number of vertices in the current layer, and its initial
value is 1. 𝑙𝑐𝑢𝑟 is the current layer’s number, and its initial
value is 1. 𝑉𝑐𝑢𝑟 is the set of vertices in the current layer.
𝑉𝑠𝑒𝑔 is a variable for recording vertices of graph cut position.
The initial values of 𝑑𝑛−1 and 𝑑𝑛 are all 0. LayerCut(⋅) is the
main graph cut function of Algorithm 1, and it terminates
when  is empty or the garph cut operation for get 𝑠𝑢𝑏𝑐is completed. HiCut ends when  is empty or  is fully
processed. Since the graph cut process has been detailed, we
will now introduce the main execution steps of the algorithm.
First, HiCut traverses all vertices in  and calls the function
LayerCut(⋅) with vertices not in 𝑠𝑢𝑏 as the starting points
(lines 1-4). Next, the function LayerCut(⋅) mainly consists
of two parts: hierarchical traversal of  and execute the
graph cut operation. In the function LayerCut(⋅), if the exit
condition is not satisfied, first initialize the needed variables,
and perform some initial operations (lines 8-10). Next, the
BFS algorithm is used to perform a layer-by-layer traversal
of  with a queue  (lines 11-19). And then, the optimal
graph cut position is iteratively found during the traversal
process, until complete the current graph cut operation(lines
20-36). Finally, after the processing of HiCut, we can get the
optimized graph layout 𝑠𝑢𝑏.
4.4. Complexity analysis

The complexity analysis of algorithm 1 consists of two
aspects: (1) The traversal of user corresponding vertices
(lines 2-4). (2) The invocation of LayerCut(⋅) (lines 5-36).
First, for the traversal of vertices, we need to check whether
the current vertex 𝑉𝑖 is in 𝑠𝑢𝑏. Since the vertices in 
correspond one-to-one with users, it is necessary to perform
𝑁 traversals and the computational complexity of this pro-
cess is 𝑂(𝑁). Second, the function LayerCut(⋅) is based on
the BFS algorithm for graphs. The complexity of the BFS
algorithm is 𝑂(𝑁 + 𝐸) [44]. Unlike BFS, the LayerCut(⋅)
includes the step of determining the graph cut positions
(lines 20-36). But the determination of the graph cut posi-
tion are conditional statements, which can be completed in
constant time. Thus, its computational complexity is 𝑂(1).
Due to the function LayerCut(⋅) is invoked during the vertex

Algorithm 1: Hierarchical Traversal Graph Cut
Algorithm

Input:  : The graph layout of users
 : The set of vertices in the graph layout

Output: 𝑠𝑢𝑏 : the set of subgraphs
1 Initialize the empty set of subgraphs 𝑠𝑢𝑏
2 for 𝑖 in  do
3 if 𝑖 not in 𝑠𝑢𝑏 then
4 LayerCut (, 𝑖,  , 𝑠𝑢𝑏)
5 Function LayerCut(, 𝑏𝑒𝑔𝑖𝑛,  , 𝑠𝑢𝑏):
6 if  is empty then
7 exit
8 Initialize variables: 𝑠𝑢𝑏𝑐 , , 𝑁𝑐𝑢𝑟 = 1, 𝑙𝑐𝑢𝑟 = 1,

𝑉𝑐𝑢𝑟, 𝑉𝑠𝑒𝑔 , 𝑑𝑛−1 = 𝑑𝑛 = 0
9 Add 𝑏𝑒𝑔𝑖𝑛 to 𝑠𝑢𝑏𝑐 , 

10 Add 𝑠𝑢𝑏𝑐 to 𝑠𝑢𝑏
11 while  do
12 current vertex 𝑐 ← front()
13 Add 𝑐 to 𝑉𝑐𝑢𝑟
14 𝑁𝑐𝑢𝑟 ← 𝑁𝑐𝑢𝑟 − 1, removeFront()
15 for 𝑟 in neighbors of 𝑐 do
16 if 𝑟 not in 𝑠𝑢𝑏 then
17 𝑑𝑛 ← 𝑑𝑛 + 1
18 if 𝑟 not visited then
19 enqueue(, 𝑟)
20 if 𝑁𝑐𝑢𝑟 == 0 then
21 𝑁𝑐𝑢𝑟 ← length()
22 if 𝑑𝑛 == 0 then
23 Add 𝑉𝑠𝑒𝑔 , 𝑉𝑐𝑢𝑟 to 𝑠𝑢𝑏𝑐 and exit
24 if 𝑙𝑐𝑢𝑟 == 1 then
25 𝑑𝑛−1 ← 𝑑𝑛
26 else
27 if 𝑑𝑛−1 <= 𝑑𝑛 then
28 if 𝑉𝑠𝑒𝑔 and 𝑑𝑛−1 < 𝑑𝑛 then
29 Add 𝑉𝑠𝑒𝑔 to 𝑠𝑢𝑏𝑐 and exit
30 else
31 𝑑𝑛−1 ← 𝑑𝑛, add 𝑉𝑐𝑢𝑟 to 𝑠𝑢𝑏𝑐
32 if 𝑑𝑛−1 > 𝑑𝑛 then
33 if 𝑉𝑠𝑒𝑔 then
34 Add 𝑉𝑠𝑒𝑔 to 𝑠𝑢𝑏𝑐
35 clear(𝑉𝑠𝑒𝑔), 𝑉𝑠𝑒𝑔 ← 𝑉𝑐𝑢𝑟
36 𝑑𝑛−1 ← 𝑑𝑛

37 𝑙𝑐𝑢𝑟 ← 𝑙𝑐𝑢𝑟 + 1, clear(𝑉𝑐𝑢𝑟), 𝑑𝑛 ← 0

traversal process, the overall computational complexity of
Algorithm 1 is 𝑂(𝑁) × 𝑂(𝑁 + 𝐸), i.e., 𝑂(𝑁2 +𝑁𝐸)

5. DRL-based graph offloading algorithm
In this section, we introduce the DRL-based graph of-

floading algorithm, DRLGO, which is designed to solve the

Preprint submitted to Elsevier Page 8 of 17



Dynamic graph partition and task scheduling for GNNs computing in edge network

second subproblem (2). How to build the reinforcement
learning environment for the training of agents and how to
update the policy of agents will be detailed.
5.1. Adaptive graph offloading problem

The original graph layout  is perceived by the EC
controller, after being optimized by HiCut, the new graph
layout 𝑠𝑢𝑏 contains a series of subgraphs. Furthermore,
during GNN inference, the message passing between these
subgraphs is minimized. However, we still face the challenge
of how to offload the user tasks corresponding to the vertices
of a subgraph to the same edge server as much as possible,
i.e., the graph offloading problem. At the same time, to mini-
mize the cost of the EC system, the graph offloading strategy
needs to fully consider complex information such as user
location, communication bandwidth, service capabilities of
edge servers, and dynamic states of users in the EC system.
Undoubtedly, the exploration of graph offloading strategy is
quite complex and it is difficult to use traditional methods
to find the optimal strategy. Therefore, we use the DRL
method to solve it and use the reward function to constrain
the vertices of the same subgraph to be offloaded to the same
edge server as much as possible. Considering that in multi-
agent reinforcement learning, centralized trained agents can
be deployed in a distributed manner to run on different edge
servers, it satisfies distributed GNN inference and collabo-
rative communication between edge servers. Moreover, each
edge server can be considered as an agent and cooperate with
other agents, and then centrally trained to obtain the optimal
graph offloading strategy to minimize the system cost, so we
build DRLGO based on MADDPG [46]. Next, there will be a
detailed description of how to build the environment of the
multi-agent Markov decision process (MAMDP) [47] and
how the agent update its policy.
5.2. MAMDP environment

In DRLGO, agents need to continuously interact with the
environment to learn the optimal graph offloading strategy.
The environment model is represented by ( ,, 𝕋 ,,0).During the training process, all users are iterated one by one,
and at each iteration, all agents make offloading actions at
the same time, but the user task can only be offloaded to one
edge server. To ensure that the user tasks corresponding to
the vertices of a subgraph are offloaded to the same edge
server, we applied constraints through the reward function.
The following is a detailed definition of each part of the
MAMDP environment.

a) Environment states: The state of the environment
which is given by (𝑡) consists of local observations of all
agents. Let 𝑚 denotes the observation of agent 𝑚. (𝑡)
includes the location of each user, the number of neighbors
of each user, the size of the user’s task data, the bandwidth of
the links from the users to the APs, the service capabilities
of the edge servers and the bandwidth of links between edge
servers. The (𝑡) and 𝑚 can be expressed as:

(𝑡) = {𝑥1(𝑡), 𝑦1(𝑡),… , 𝑥𝑁 (𝑡), 𝑦𝑁 (𝑡), |1(𝑡)|,… ,
|𝑁 (𝑡)|, 𝑋1(𝑡),… , 𝑋𝑁 (𝑡), 𝐶1(𝑡),… ,
𝐶𝑀 (𝑡), 𝐵11(𝑡),… , 𝐵𝑖𝑚(𝑡),… , 𝐵𝑘𝑙(𝑡),… ,
𝐵𝑀𝑀 |∀𝑖 ∈ 𝑁,𝑚, 𝑘, 𝑙 ∈ 𝑀},

(19)

𝑚(𝑡) = {𝑥𝑖(𝑡), 𝑦𝑖(𝑡),… , 𝑥𝑗(𝑡), 𝑦𝑗(𝑡), |𝑖(𝑡)|,… ,

|𝑗(𝑡)|, 𝑋𝑖(𝑡),… , 𝑋𝑗(𝑡), 𝐶𝑚(𝑡), 𝐵𝑖1,… ,

𝐵𝑗𝑀 |∀𝑖, 𝑗 ∈ 𝑁},
(20)

where we assume that users numbered 𝑖 to 𝑗 are in the
service scope of the edge server where agent 𝑚 is located. In
addition, each agent can only observe the information within
the service scope of its located server.

b) Environment actions: Each agent interacts with
the environment using local action and trains using global
action. And the global action and local action are denoted as
 and 𝑚, where 𝑚 is the number of the agent. At time step
t, (𝑡) and 𝑚(𝑡) can be expressed as:

(𝑡) =
{

1(𝑡),… ,𝑄(𝑡)
}

, (21)

𝑚(𝑡) = (𝑚1(𝑡),𝑚2(𝑡)) (𝑚1,𝑚2 ∈ [0, 1]), (22)
where the action 𝐴𝑚 is two-dimensional, and the dimension
with the maximum value in 𝐴𝑚 is taken as the offloading
decision, which determines whether the task of the current
user will be offloaded to the server where agent 𝑚 located.

c) Environment rewards: According to the EC sys-
tem’s cost function 𝐶 = 𝑇𝑎𝑙𝑙 + 𝐼𝑎𝑙𝑙, let 𝐶𝑚(𝑡) represent the
action reward of agent 𝑚 at time step 𝑡, it reflects the time
and energy cost for processing the user task. Additionally,
the negative sum of all agents’ rewards is used as the global
reward at time step 𝑡. Let(𝑡) and𝑚(𝑡) represent the global
reward and the reward for agent 𝑚 at time step 𝑡, respectively.
Both of them can be expressed as:

(𝑡) =
𝑀
∑

𝑚=1
𝑚(𝑡), (23)

𝑚(𝑡) = −(𝐶𝑚(𝑡) +𝑠𝑝(𝑡)), (24)
where 𝑠𝑝(𝑡) denotes whether the tasks of users correspond-
ing to the vertices within a subgraph are offloaded to the
same edge server as much as possible. And the more edge
servers the tasks are offloaded to, the larger the value of
𝑠𝑝(𝑡). For the subgraph 𝑠𝑢𝑏𝑐 with index 𝑐, let ℕ𝑐 repre-
sent the number of users in 𝑠𝑢𝑏𝑐 whose tasks have been
offloaded, and ℕ𝑠 represent the number of edge servers to
which the tasks in 𝑠𝑢𝑏𝑐 have been offloaded. 𝑠𝑝(𝑡) can be
represented as:

𝑠𝑝(𝑡) = 𝜁 ⋅
ℕ𝑠(𝑡)
ℕ𝑐(𝑡)

, (25)

where 𝜁 is a weight constant.
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d) Transition probability: 𝕋 represents the probabil-
ity that the state transitions from (𝑡) to the next state  ′(𝑡)
after agents choose the global action (𝑡), it can be denoted
as: 𝕋 =

{

𝑝( ′(𝑡)|(𝑡),(𝑡)) ∀(𝑡), ′(𝑡) ∈  ,(𝑡) ∈ 
}

e) Initial states: Let 0 denote the initial state of the
environment, in which the tasks of all users are not offloaded.
All edge servers are in the initial state.
5.3. MADDPG-based DRLGO

MADDPG is an extension of DDPG [48] and works
well for continuous state and action spaces. Since the action
output and the state space values are continuous, MADDPG
is perfectly suitable for training in the environment we have
built. In DRLGO, all agents cooperate to explore the optimal
graph offloading strategy, and each agent uses a centralized
training distributed execution framework. The critic network
of each agent in the training stage can get the state and action
info of other agents. However agents can only choose their
actions based on their local observation, and the environ-
ment will give the reward for the actions of the agents. Once
the global reward  converges, it indicates that each agent
gets a trained policy and can be deployed for distributed
execution [49]. Furthermore, the transition probability 𝕋 can
be re-expressed as:
𝕋 = 𝑝( ′(𝑡) ∣ (𝑡),(𝑡), 𝜋(𝑡)) = 𝑝( ′(𝑡) ∣ (𝑡),(𝑡))
= 𝑝( ′(𝑡) ∣ (𝑡),(𝑡), 𝜋′(𝑡)),

(26)

where 𝜋(𝑡) =
{

𝜋1(𝑡),… , 𝜋𝑀 (𝑡)
} is the actor network for

all agents, and 𝜋′(𝑡) =
{

𝜋′
1(𝑡),… , 𝜋′

𝑀 (𝑡)
} is the target

actor network for all agents, and 𝜃′ =
{

𝜃′1,… , 𝜃′𝑀
} be the

parameters of the target actor network 𝜋′. Meanwhile, let 𝜃 =
{

𝜃1,… , 𝜃𝑀
} be the parameters of the actor network 𝜋. The

cumulative expected reward for agent 𝑚 can be expressed as:

𝐽 (𝜃𝑚) = 𝔼 ,∼𝐷

[ 
∑

𝑡=1
𝛾𝑚(𝑡)

]

, (27)

where 𝐷 is the experience replay buffer which can be ex-
pressed as { ,,, ′, 𝑑𝑜𝑛𝑒

}.  stores the rewards of all
agents, i.e. {1,… ,𝑄

}. 𝑑𝑜𝑛𝑒 = {𝑑𝑜𝑛𝑒1,… , 𝑑𝑜𝑛𝑒𝑚} is a
set of boolean variables representing the exploration status
of each agent. A value of 𝑡𝑟𝑢𝑒 indicates an active state, while
𝑓𝑎𝑙𝑠𝑒 indicates an inactive state. When all user tasks are
offloaded, all values in 𝑑𝑜𝑛𝑒 are set to 𝑡𝑟𝑢𝑒. Additionally,
when the edge server that the agent 𝑚 located reaches its
maximum service capacity, 𝑑𝑜𝑛𝑒𝑚 is also set to 𝑡𝑟𝑢𝑒. 𝛾 is the
discount factor. The policy gradient of 𝜋𝑚 for the agent m is:

▽𝜃𝑚𝐽 (𝜃𝑚) = 𝔼 ,∼𝐷

[

▽𝜃𝑚𝜋𝑚(𝑚 ∣ 𝑚)▽𝑚

ℚ𝑚( ,) ∣ 𝑚 = 𝜋𝑚(𝑚)
]

,
(28)

where 𝜑 =
{

𝜑1,… , 𝜑𝑄
} is the parameter of the critic

network ℚ, and 𝜑′ =
{

𝜑′
1,… , 𝜑′

𝑄

}

is the parameter of

Algorithm 2: The Training Process of DRLGO
1 Initialize the actor network 𝜋 and target actor

network 𝜋′ with weight 𝜃 and 𝜃′
2 Initialize the critic network ℚ and target critic

network ℚ′ with weight 𝜑 and 𝜑′

3 Initialize the size of replay buffer
4 for episode 𝑒 = 1,… , 𝐸 do
5 Receive initial state 0
6 for 𝑡 = 1, 2,… ,  do
7 All elements in 𝑑𝑜𝑛𝑒 are initialized to False
8 Dynamic change the environment and

execute Algorithm 1 to get 𝑠𝑢𝑏
9 while not done do

10 For each agent 𝑚, select action
𝑚 = 𝜋𝑚(𝑚)

11 Execute global action
 =

{

1,… ,𝑄
}

12 Receive reward  and next state  ′

13 𝑑𝑜𝑛𝑒𝑖 ← True if server 𝑖 reach
maximum service capacity

14 Store ( , , ,  ′, 𝑑𝑜𝑛𝑒) to replay
buffer

15 for agent 𝑚 = 1 to 𝑄 do
16 Sample a mini batch of experience

 as ( ,,, ′, 𝑑𝑜𝑛𝑒) from
replay buffer

17 Calculate the value of 𝕐 through
Eq. (30)

18 Update critic network by
minimizing the loss:
1

∑

𝑗=1
[

(ℚ𝑚(𝑗 ,𝑗) − 𝕐 𝑗)2
]

19 Update the actor network policy
using: 1


∑

𝑗=1▽𝜃𝑚𝐽 (𝜃𝑚)

20 Soft update parameters of each agent by:
𝜃′𝑚 ← 𝜏𝜃𝑚 + (1 − 𝜏)𝜃′𝑚
𝜑′
𝑚 ← 𝜏𝜑𝑚 + (1 − 𝜏)𝜑′

𝑚

target critic network ℚ′. ℚ𝑚 evaluates the expected value of
the future cumulative rewards of the agent 𝑚 in centralized
training. The mean square error is used as the loss function
to evaluate the policy of actor network. The loss function of
the agent 𝑚 can be denoted as:

𝐿(𝜑𝑚) = 𝔼 ,,, ′
[

(ℚ𝑚( ,) − 𝕐 )2
]

, (29)
where 𝕐 is the target evaluation value, which can be ex-
pressed as:

𝕐 =

∑

𝑡=1
𝑚(𝑡) + (1 − 𝑑𝑜𝑛𝑒) · 𝛾ℚ′

𝑚(
′,′), (30)

where ′ is the set of output actions of the target actor net-
work, which can be represented as

{

𝜋′
1(

′
1),… , 𝜋′

𝑄(
′
𝑄)
}

.
ℚ′

𝑚 is the target critic network of the agent m. The parameters
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Fig. 4. The training process of DRLGO.

𝜃′𝑚 and 𝜑′
𝑚 use the soft update with the following formulas:

𝜃′𝑚 ← 𝜏𝜃𝑚 + (1 − 𝜏)𝜃′𝑚, (31)
𝜑′
𝑚 ← 𝜏𝜑𝑚 + (1 − 𝜏)𝜑′

𝑚, (32)
where 𝜏 is the soft update factor.

As shown in Fig. 4, multiple agents interact with the
environment, and each agent with two main networks and
two target networks, which are trained centrally. In each
training episode, we randomly change the environment dy-
namically from the choices of increasing or decreasing the
users, changing the associations of users, and changing the
position of the users. Then our proposed dynamic graph
model is constructed to represent the original graph lay-
out and optimized by HiCut. Finally, train the DRLGO to
explore the optimal graph offloading strategy. Algorithm 2
presents the detailed training process of DRLGO.

6. Experiment
In this section, we evaluate and analyze the proposed

method through multiple experiments. First, we compare
the graph cut performance of proposed HiCut and minimum
cut algorithm in work [36]. This is a recent work and the
maximum flow minimum cut algorithm is a classical and
well-established graph cut algorithm that provides strong
theoretical guarantees for graph cut. Then, under dynamic
user states, the performance of the proposed DRLGO is
compared with other task offloading methods. Next, we
conducted a comparative analysis of the convergence of
DRLGO and another method. Finally, the ablation experi-
ment is conducted to validate the effectiveness of the graph
offloading strategy of DRLGO.
6.1. Experiment settings.

Simulation settings. The EC scenario is set on a 2000m
× 2000m plane. The number of users is the same as the

number of vertices in the graph dataset. The service scope
of each edge server is set to 500m × 500m, so there will
be four edge servers in the EC system. Furthermore, the
positions of users and the edge devices are set randomly
and only the user’s position can dynamically change. In
our EC system, the service capacity of edge servers will
be randomly assigned, and the service capacity of the edge
servers is categorized into three levels: high, medium, and
low. The values corresponding to the three service capacity
levels of edge servers are 5

4𝑀𝑒𝑎𝑛, 𝑀𝑒𝑎𝑛, and 3
4𝑀𝑒𝑎𝑛,

where the value of 𝑀𝑒𝑎𝑛 is the quotient of the number of
users and the number of edge servers. Lastly, the values for
𝐵𝑚𝑎𝑥1, 𝐵𝑚𝑎𝑥2, 𝑃𝑚𝑎𝑥1 and 𝑃𝑚𝑎𝑥2 are set as: 5000 MHz, 500
MHz, 1.5 W, and 60 mW, respectively.

Table 2
Parameters of the system.

Parameters Value

Noise power, 𝜎2 -110 dBm
Number of users, 𝑁 [50,300]

Transmission power of user 𝑖, 𝑃𝑖 [2,5] mW
Transmission power of edge server 𝑘, 𝑃𝑘 [10,15] mW

Unit data aggregation cost of GNN inference 20 pJ/bit
Unit data update cost of GNN inferenc, 𝜗 100 pJ/bit

Unit data multiplication cost, 𝜙 50 pJ/bit
Upload cost of unit data from user 𝑖 to AP 𝑚 , 𝜍𝑖,𝑚 3 mJ/Mb

CPU clock cycles on the edge server 𝑘, 𝑓𝑘 [2,10] GHz
Upload cost of unit data between edge servers, 𝜍𝑘,𝑙 5 mJ/Mb

Bandwidth between user 𝑖 and AP 𝑚, 𝐵𝑖𝑚 [20,50] MHz
Bandwidth between edge servers, 𝐵𝑘𝑙 100 MHz
Learning rate of actor-critic network 3e-4

Reward discount, 𝛾 0.99
Soft update coefficient, 𝜏 0.01

Replay buffer size 1e5
Experience mini batch size 256

Training settings. All experiments were conducted on
our lab server equipped with an Intel Core i7-14700k CPU
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and two NVIDIA GeForce RTX 4090 GPUs. The experi-
mental code is based on Python 3.10, and the actor-critic
networks are implemented by the network module of Py-
torch 2.1.2. In addition, Four GNN models are used in our
experiment which are GCN, GAT [50], GraphSAGE [30]
and SGC [51]. We use the instance from Pytorch Geometric
2.5.3 to implement Four GNN models. All GNN models are
pre-trained and have an accuracy of between 60% and 80%
for node classification tasks. In our experiment, the vertices
in the graph dataset are one-to-one with the user, and the
classification of the vertices is treated as the user’s task. All
networks in our simulation contain three layers and each
layer has 64 neurons. To ensure sufficient exploration for
DRLGO, we set its exploration rate to 0.1. The experimental
parameter settings are based on those used in works [42]
and [52], with the specific parameter configurations shown
in Table 2.

0 20 40 60 80 100
Degree

0.0

0.1

0.2

0.3

0.4

Fr
ac

tio
n 

of
 V

er
tic

es

PubMed
CiteSeer
Cora

Fig. 5. Vertices degree distribution for different datasets.

Datasets in experiment. Three citation network datasets
are considered in our experiments which are CiteSeer, Cora,
and PubMed [53], [54]. Each dataset only has one citation
network, and contains bag-of-words representations of doc-
uments as well as citation links between documents. More-
over, each citation network is a graph in which documents
serve as vertices in the graph and citation links act as edges in
the graph. Next, the detailed information of datasets and how
to use them in our EC system will be described. First, there
are 3327 documents and 9104 citation links in CiteSeer, with
documents organized into 6 categories. Second, there are
2708 documents and 10556 citation links in Cora, and the
documents are organized into seven categories. Last, there
are 19717 documents and 88648 citation links in PubMed
where documents are organized into 3 categories. The di-
mension size of the document feature vector in CiteSeer,
Cora, and PubMed are 3703, 1433, and 500, respectively.
The degree distribution of the vertices in three datasets
is shown in Fig. 5. We randomly sample 300 documents
and 4800 citation links from PubMed as a training dataset
and resample dataset from three datasets at the evaluation
phase. In our EC system, the number of users is equal to the
sampled documents, and the data features of each document
are used as the user’s task. Each dimension of the document
data feature corresponds to a user data size of 1 kb and
dimensions greater than 1500 are considered 1500. Finally,

the tasks of users will be processed by GNN as classification
tasks on the edge server.

Baselines. Since the solution of the second subproblem
depends on the result of the first one (as shown in line 8
of Algorithm 2), the evaluation results of DRLGO already
reflect the overall performance of our proposed solution.
We compared DRLGO with the other three task offloading
methods. They are as follows:

1) PPO-based task offloading method (PTOM): PPO [55]
is a DRL method in which an agent uses the global environ-
ment state to explore task offloading strategies. The network
architecture of PTOM is the same as DRLGO, but it does not
use the HiCut and subgraph offloading constraints.

2) Greedy method (GM): GM offloads user tasks to the
nearest edge server.

3) Random method (RM): RM randomly offloads user
tasks to any server without considering any scenario infor-
mation.

The reason for choosing these comparative algorithms
is that they have been widely used and studied in task
offloading problems.
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Fig. 6. The comparison of different graph cut methods.

6.2. Graph segmentation performance
In order to verify the graph cut performance of the pro-

posed HiCut, we compare it with the graph cut method in the
work [36] on graphs with different numbers of vertices and
edges. Since the number of vertices and edges in our dataset
is small, we randomly generated edges for different numbers
of vertices and categorized them into sparse and non-sparse
graphs based on the number of edges. The number of vertices
and edges of the sparse and non-sparse graphs are set to:

1) Sparse graph: the number of vertices is 500 to 20000
and the number of edges is 5010 to 800040.

2) Non-sparse graph: the number of vertices is 500 to
20000 and the number of edges is 500100 to 8000400.

For the comparison algorithm, we follow the graph cut
method from the work [36], which performs graph cut op-
eration iteratively. The number of iterations depends on
the number of edge servers because it selects a pair of
edge servers as the source point and the sink point for
each iteration, and the processing involves the vertices and
edges between these two servers. The edge weights in the
graph are set to random integers between 1 and 100 and the
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1 2 3 4 5 6
Time Steps

1.5

1.8

2.0

2.2

2.5

2.8

3.0

3.2

N
or

m
al

iz
ed

 C
ro

ss
-s

er
ve

r 
C

os
t

DRLGO
PTOM
GM
RM
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Fig. 7. Dynamic performance of different methods on CiteSeer.
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associations.
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(c) The change of user’s
positions.
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(d) The comparison of cross-
server cost.

Fig. 8. Dynamic performance of different methods on Cora.

number of edge servers is 25. Experimental results in Fig. 6
show that the proposed HiCut outperforms the comparison
method, especially when there are more edges in the graph.
In Fig. 6(a), it can be seen that when the number of vertices is
500, HiCut takes a little more time cost than the comparison
method, this is because when the comparison algorithm
performs graph cut operation between pairs of edge servers,
the number of vertices and edges is much smaller than 500
and 5010. Furthermore, we can observe from the results that
as the number of nodes and edges increases, the advantage of
HiCut becomes more obvious. As shown in Fig. 6(b), HiCut
is almost an order of magnitude faster than the comparison
method in the processing of non-sparse graphs. This is
because the complexity of HiCut is 𝑂(𝑉 2 + |𝑉 𝐸|) while
the complexity of the comparison algorithm is 𝑂(𝑉 2𝐸).
6.3. Performance comparison

In this section, we evaluate the performance of DRLGO
and baseline methods across different datasets and GNN
models. In simulation experiments, we first compare the
system costs of all methods under dynamic user states. The
dynamic states of users are achieved by changing the number
of users, the locations of users, and the associations of
users. Next, we randomly change user states at different time
steps and compare the cross-server communication cost of
various methods. Finally, we evaluate the performance of all
methods using different GNN models.

First, we evaluate and compare the system cost of various
methods under dynamic user states in different datasets. In
these evaluations, the used GNN model is GCN, the number
of users changed from 50 to 300, the number of associations
between users changed from 300 to 1800 and the positions
of users changed randomly. Each method was evaluated
10 times, and the average value was taken as the result.
From Fig. 7 to Fig. 9, it can be seen that as the number of
users and their associations increase, the system costs for
all methods also rise. This is because the increase in user
tasks and user associations requires more energy and time
cost of the EC system. It is worth noting that the proposed
DRLGO has better performance than the other methods in
the user dynamic state. This is due to the fact that DRLGO
is trained based on the optimized graph layout obtained by
HiCut, which takes into account the system cost of user task
uploading and task processing and minimizes cross-server
communication cost by offloading user tasks from the same
subgraph to the same edge server as much as possible. The
reason why the performance of PTOM is inferior to DRLGO
is that the latter cannot adequately take into account the
communication cost caused by GNN inference. Meanwhile,
GM and RM merely consider offloading user tasks to the
nearest edge server or randomly to any edge server, so they
perform poorly than PTOM and DRLGO as the number
of users and associations increase. However, RM may be
slightly better than GM, due to the fact that RM may offload
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(c) The change of user’s
positions.
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(d) The comparison of
cross-server cost.

Fig. 9. Dynamic performance of different methods on PubMed.

(a) The system cost on CiteSeer.

(b) The system cost on Cora.

(c) The system cost on PubMed.
Fig. 10. The system cost of various methods on different
datasets using different GNN models.

a user task with its neighboring tasks to the same edge server
or offload the user task to the nearest server.

Next, we investigate the performance of each method
on different datasets by randomly changing the position of
all users at each time step. The experimental results are
shown in Fig. 7(c), Fig. 8(c) and Fig. 9(c), and it can be seen
that the proposed DRLGO is better than the other methods
overall. Moreover, when facing user mobility, DRLGO has
smaller system cost fluctuation compared to the PTOM.
The remaining two methods perform poorly by one-sidedly

considering the distance factor or randomly offloading tasks,
and RM has the most fluctuating system cost. To evaluate
the effectiveness of DRLGO in minimizing cross-server
communication caused by GNN inference, we randomly
change user states across multiple time steps and record
the cross-server communication cost for each method. Each
method was evaluated 10 times, and the average cross-server
communication cost was taken as the result. The GNN model
used in the experiment is GCN, and the experimental results
are shown in Fig. 7(d), Fig. 8(d) and Fig. 9(d). The exper-
imental results show that the proposed DRLGO achieves
the best performance across different datasets, thanks to
the graph layout optimization by HiCut based on GNN
aggregation characteristics, DRLGO can adapt to different
datasets and explore the optimal graph offloading strategy.

Finally, to investigate the performance of different meth-
ods on different GNN models, we set the number of users to
300 and user associations to 4800. Each method is evaluated
10 times on different GNN models, and the average results
are taken as the final performance. The comparison results
of each method on different datasets are shown in Fig. 10.
It can be seen that although the system cost of each method
fluctuates on different datasets due to the differences in user
task sizes and user associations, the proposed DRLGO still
maintains the minimum system cost. The reason is that, al-
though the GNN models are different, they all require aggre-
gation operations when handling graph tasks. Our proposed
solution optimizes the graph layout based on the aggregation
characteristics of GNNs to reduce communication between
servers. It also demonstrates the strong model adaptation
capability of DRLGO.
6.4. Convergence performance

The reward curves of DRLGO and PTOM during the
training process are shown in Fig. 11. During the training
process we take the negative value of the system cost as the
reward value, 300 documents are randomly sampled from the
dataset as training data, which represent the users in the EC
scenario. The number of associations between the users is
set to 4800 and the associations of users will be randomly
generated for less than 4800. Each round of training will
dynamically change the user states with a 20% change rate
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Fig. 11. The comparison of cost convergence between DRLGO
and PTOM during training.

in both the number of users and their associations. All user
tasks being offloaded and processed represent the comple-
tion of a training round. Since the training data is randomly
sampled and dynamically simulates the possible states of the
user, the trained model can be applied to different datasets.
From Fig. 11, it can be seen that the proposed DRLGO can
obtain more stable and higher reward values, which is due
to the fact that multiple agents of the DRLGO can not only
give actions independently with the local observation during
the training but also adjust their own strategies according
to the actions and rewards of other agents. Meanwhile, the
constraints on subgraph offloading in the reward function
of DRLGO minimize the cross-server communication cost
during GNN inference. This ensures that DRLGO maintains
stable reward values even under dynamic user states. In
contrast, PTOM only has one agent to explore offloading
strategies during training, without any constraints on cross-
server communication cost. As a result, even if the model
converges, there are still obvious fluctuations in reward
values under dynamic user states.
6.5. Ablation study
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Fig. 12. The comparison of system cost between DRLGO and
DRL-only methods.

To validate the effectiveness of HiCut in minimizing
cross-server communication cost, we compared the system
cost of DRLGO with and without HiCut, and the latter
is called DRL-only, which is trained without the reward
function constraint of subgraph offloading, and just uses
MADDPG as the offloading algorithm. DRLGO and DRL-
only were evaluated 10 times at different time steps. The
number of users is set to 300 and the number of user
associations is set to 4800. Fig. 12 shows the system energy
cost of DRLGO compared to DRL-only on different datasets.
The experimental results show that DRLGO outperforms

DRL-only. This is because DRLGO uses HiCut to optimize
the original graph layout and exploring the graph offloading
strategy based on optimized graph layout can effectively
reduce the cross-server communication during GNN infer-
ence.

7. Conclusion
This paper investigates the problem of minimizing the

cost of user task offloading and processing in GNN-based
EC systems. To address this problem, we propose a new
GNN-based EC architecture called GraphEdge. First, the
data associations between users in the EC system will be
perceived and represented by this architecture as the orig-
inal graph layout. Then, due to the significant cross-server
communication cost caused by GNN inference, we propose
a graph layout optimization algorithm for this problem based
on the aggregation characteristics of GNN. After the op-
timization of original graph layout, multiple weakly asso-
ciated subgraphs are obtained and during GNN inference,
the communication cost between edge servers is minimized.
Furthermore, since our goal is to minimize the EC system
cost, we propose a DRL-based graph offloading algorithm
based on the optimized graph layout. This algorithm com-
prehensively considers various costs of the EC system and
dynamically provides the optimal graph offloading strategy
based on the optimized graph layout. Experimental results
show that the proposed graph layout optimization algorithm
can minimize the communication cost between edge servers.
Meanwhile, the graph offloading algorithm can dynamically
and adequately learn the complex graph layout and scene
information, it has good model and environment adaptabil-
ity, and can dynamically provide the optimal task offloading
strategy to achieve the minimized system cost. Finally, as
the part of our architecture, the good performance of the
proposed algorithms also demonstrates the effectiveness of
the proposed architecture. In future work, we will consider
the dynamic edge server states, such as using UAVs and
smart vehicles as mobile edge servers to provide GNN
computation services. Similarly, our work will continue to
focus on optimizing the cost of the EC system.

Acknowledgement
This work was supported in part by the National Natural

Science Foundation of China (62462002) and partially sup-
ported by the Natural Science Foundation of Guangxi, China
(Nos. 2025GXNSFBA069394, 2025GXNSFAA069958).

References
[1] Tengfei Yang, Yuanyuan Li, Jiawei He, Zhiquan Liu, Fang Ren,

Teng Wang, and Gaopan Hou. Secure and traceable multikey image
retrieval in cloud-assisted internet of things. IEEE Internet of Things
Journal, pages 1–1, 2024.

[2] Wenjing Xiao, Xin Ling, Miaojiang Chen, Junbin Liang, Salman A.
Alqahtani, and Min Chen. Mvpoa: A learning-based vehicle proposal
offloading for cloud-edge-vehicle networks. IEEE Internet of Things
Journal, pages 1–1, 2024.

Preprint submitted to Elsevier Page 15 of 17



Dynamic graph partition and task scheduling for GNNs computing in edge network

[3] Ruikun Luo, Hai Jin, Qiang He, Song Wu, and Xiaoyu Xia. Enabling
balanced data deduplication in mobile edge computing. IEEE Trans-
actions on Parallel and Distributed Systems, 34(5):1420–1431, 2023.

[4] Ruikun Luo, Qiang He, Feifei Chen, Song Wu, Hai Jin, and Yun Yang.
Ripple: Enabling decentralized data deduplication at the edge. IEEE
Transactions on Parallel and Distributed Systems, 2024.

[5] Ruikun Luo, Qiang He, Mengxi Xu, Feifei Chen, Song Wu, Jing Yang,
Yuan Gao, and Hai Jin. Edge data deduplication under uncertainties:
A robust optimization approach. IEEE Transactions on Parallel and
Distributed Systems, 2024.

[6] Yuchen Li, Ju Fan, Yanhao Wang, and Kian-Lee Tan. Influence
maximization on social graphs: A survey. IEEE Transactions on
Knowledge and Data Engineering, 30(10):1852–1872, 2018.

[7] Zhiquan Liu, Lin Wan, Jingjing Guo, Feiran Huang, Xia Feng, Libo
Wang, and Jianfeng Ma. Ppru: A privacy-preserving reputation updat-
ing scheme for cloud-assisted vehicular networks. IEEE Transactions
on Vehicular Technology, pages 1–16, 2023.

[8] Qihua Feng, Peiya Li, Zhixun Lu, Chaozhuo Li, Zefan Wang, Zhiquan
Liu, Chunhui Duan, Feiran Huang, Jian Weng, and Philip S. Yu. Evit:
Privacy-preserving image retrieval via encrypted vision transformer
in cloud computing. IEEE Transactions on Circuits and Systems for
Video Technology, 34(8):7467–7483, 2024.

[9] Yibo Han, Pu Han, Bo Yuan, Zheng Zhang, Lu Liu, and John Panneer-
selvam. Novel transformation deep learning model for electrocardio-
gram classification and arrhythmia detection using edge computing.
Journal of Grid Computing, 22(1):7, 2024.

[10] Xiaowei Tang, Bin Long, and Li Zhou. Real-time monitoring and
analysis of track and field athletes based on edge computing and deep
reinforcement learning algorithm. Alexandria Engineering Journal,
114:136–146, 2025.

[11] Nitin Rai, Yu Zhang, Maria Villamil, Kirk Howatt, Michael Ostlie,
and Xin Sun. Agricultural weed identification in images and videos
by integrating optimized deep learning architecture on an edge
computing technology. Computers and Electronics in Agriculture,
216:108442, 2024.

[12] Yi Wan, Xianzhong Xie, Lingjie Yi, Bo Jiang, Junfan Chen, and
Yi Jiang. Pflow: An end-to-end heterogeneous acceleration frame-
work for cnn inference on fpgas. Journal of Systems Architecture,
150:103113, 2024.

[13] Yanjinlkham Myagmar-Ochir and Wooseong Kim. A survey of video
surveillance systems in smart city. Electronics, 12(17):3567, 2023.

[14] Kareeb Hasan, Beng Oh, Nithurshan Nadarajah, and Mehmet Ra-
sit Yuce. mm-casgan: A cascaded adversarial neural framework
for mmwave radar point cloud enhancement. Information Fusion,
108:102388, 2024.

[15] Wei Ju, Yusheng Zhao, Yifang Qin, Siyu Yi, Jingyang Yuan, Zhiping
Xiao, Xiao Luo, Xiting Yan, and Ming Zhang. Cool: a conjoint
perspective on spatio-temporal graph neural network for traffic fore-
casting. Information Fusion, 107:102341, 2024.

[16] M Santhosh Kumar and Ganesh Reddy Karri. Eeoa: cost and
energy efficient task scheduling in a cloud-fog framework. Sensors,
23(5):2445, 2023.

[17] Abid Ali and Muhammad Munwar Iqbal. A cost and energy efficient
task scheduling technique to offload microservices based applications
in mobile cloud computing. IEEE Access, 10:46633–46651, 2022.

[18] Wenjing Xiao, Yixue Hao, Junbin Liang, Long Hu, Salman A Alqah-
tani, and Min Chen. Adaptive compression offloading and resource
allocation for edge vision computing. IEEE Transactions on Cognitive
Communications and Networking, 2024.

[19] Marwan Abdou Dhuheir, Emna Baccour, Aiman Erbad, Sinan Sabeeh
Al-Obaidi, and Mounir Hamdi. Deep reinforcement learning
for trajectory path planning and distributed inference in resource-
constrained uav swarms. IEEE Internet of Things Journal,
10(9):8185–8201, 2022.

[20] Li Ping Qian, Hongsen Zhang, Qian Wang, Yuan Wu, and Bin Lin.
Joint multi-domain resource allocation and trajectory optimization in
uav-assisted maritime iot networks. IEEE Internet of Things Journal,
10(1):539–552, 2022.

[21] Yixue Hao, Jiaxi Wang, Dongkun Huo, Nadra Guizani, Long Hu,
and Min Chen. Digital twin-assisted urllc-enabled task offloading in
mobile edge network via robust combinatorial optimization. IEEE
Journal on Selected Areas in Communications, 2023.

[22] Yixue Hao, Long Hu, and Min Chen. Joint sensing adaptation and
model placement in 6g fabric computing. IEEE Journal on Selected
Areas in Communications, 41(7):2013–2024, 2023.

[23] Abegaz Mohammed Seid, Gordon Owusu Boateng, Stephen Anokye,
Thomas Kwantwi, Guolin Sun, and Guisong Liu. Collaborative
computation offloading and resource allocation in multi-uav-assisted
iot networks: A deep reinforcement learning approach. IEEE Internet
of Things Journal, 8(15):12203–12218, 2021.

[24] Xianglin Wei, Lingfeng Cai, Nan Wei, Peng Zou, Jin Zhang, and
Suresh Subramaniam. Joint uav trajectory planning, dag task schedul-
ing, and service function deployment based on drl in uav-empowered
edge computing. IEEE Internet of Things Journal, 10(14):12826–
12838, 2023.

[25] Miaojiang Chen, Anfeng Liu, Neal N Xiong, Hongbing Song, and
Victor CM Leung. Sgpl: An intelligent game-based secure collab-
orative communication scheme for metaverse over 5g and beyond
networks. IEEE Journal on Selected Areas in Communications, 2023.

[26] Xiaoli Zhao, Xingjun Zhu, Jiahui Liu, Yuanhao Hu, Tianyu Gao, Liy-
ong Zhao, Jianyong Yao, and Zheng Liu. Model-assisted multi-source
fusion hypergraph convolutional neural networks for intelligent few-
shot fault diagnosis to electro-hydrostatic actuator. Information
Fusion, 104:102186, 2024.

[27] Shams Forruque Ahmed, Sweety Angela Kuldeep, Sabiha Jannat
Rafa, Javeria Fazal, Mahfara Hoque, Gang Liu, and Amir H Gan-
domi. Enhancement of traffic forecasting through graph neural
network-based information fusion techniques. Information Fusion,
110:102466, 2024.

[28] Danilo Costarelli. Neural network operators: constructive interpola-
tion of multivariate functions. Neural Networks, 67:28–36, 2015.

[29] Joan Bruna, Wojciech Zaremba, Arthur Szlam, and Yann LeCun.
Spectral networks and locally connected networks on graphs. arXiv
preprint arXiv:1312.6203, 2013.

[30] Will Hamilton, Zhitao Ying, and Jure Leskovec. Inductive repre-
sentation learning on large graphs. Advances in Neural Information
Processing Systems, 30, 2017.

[31] Ying Ma, Haijie Lou, Ming Yan, Fanghui Sun, and Guoqi Li. Spatio-
temporal fusion graph convolutional network for traffic flow forecast-
ing. Information Fusion, 104:102196, 2024.

[32] Liekang Zeng, Peng Huang, Ke Luo, Xiaoxi Zhang, Zhi Zhou, and
Xu Chen. Fograph: Enabling real-time deep graph inference with fog
computing. In Proceedings of the ACM Web Conference 2022, pages
1774–1784, 2022.

[33] Chaoyang He, Keshav Balasubramanian, Emir Ceyani, Carl Yang,
Han Xie, Lichao Sun, Lifang He, Liangwei Yang, Philip S Yu,
Yu Rong, et al. Fedgraphnn: A federated learning system and bench-
mark for graph neural networks. arXiv preprint arXiv:2104.07145,
2021.

[34] Alok Tripathy, Katherine Yelick, and Aydın Buluç. Reducing com-
munication in graph neural network training. In SC20: International
Conference for High Performance Computing, Networking, Storage
and Analysis, pages 1–14. IEEE, 2020.

[35] Da Zheng, Chao Ma, Minjie Wang, Jinjing Zhou, Qidong Su, Xiang
Song, Quan Gan, Zheng Zhang, and George Karypis. Distdgl:
distributed graph neural network training for billion-scale graphs. In
2020 IEEE/ACM 10th Workshop on Irregular Applications: Architec-
tures and Algorithms (IA3), pages 36–44. IEEE, 2020.

[36] Liekang Zeng, Chongyu Yang, Peng Huang, Zhi Zhou, Shuai Yu,
and Xu Chen. Gnn at the edge: Cost-efficient graph neural network
processing over distributed edge servers. IEEE Journal on Selected
Areas in Communications, 41(3):720–739, 2022.

[37] Demeke Shumeye Lakew, Anh-Tien Tran, Nhu-Ngoc Dao, and Sun-
grae Cho. Intelligent offloading and resource allocation in heteroge-
neous aerial access iot networks. IEEE Internet of Things Journal,
10(7):5704–5718, 2022.

Preprint submitted to Elsevier Page 16 of 17



Dynamic graph partition and task scheduling for GNNs computing in edge network

[38] Haixia Peng and Xuemin Shen. Multi-agent reinforcement learn-
ing based resource management in mec-and uav-assisted vehicular
networks. IEEE Journal on Selected Areas in Communications,
39(1):131–141, 2020.

[39] Zhenchuan Sun, Yijun Mo, and Chen Yu. Graph-reinforcement-
learning-based task offloading for multiaccess edge computing. IEEE
Internet of Things Journal, 10(4):3138–3150, 2021.

[40] Kai Li, Wei Ni, Xin Yuan, Alam Noor, and Abbas Jamalipour.
Exploring graph neural networks for joint cruise control and task
offloading in uav-enabled mobile edge computing. In 2023 IEEE
97th Vehicular Technology Conference (VTC2023-Spring), pages 1–
6. IEEE, 2023.

[41] Nan Li, Alexandros Iosifidis, and Qi Zhang. Dynamic semantic
compression for cnn inference in multi-access edge computing: A
graph reinforcement learning-based autoencoder. IEEE Transactions
on Wireless Communications, 2024.

[42] Zequn Cao, Xiaoheng Deng, Sheng Yue, Ping Jiang, Ju Ren, and
Jinsong Gui. Dependent task offloading in edge computing using gnn
and deep reinforcement learning. IEEE Internet of Things Journal,
2024.

[43] Zhi Wang, Tao Gong, Shu Hui Huang, and Bo Yi. Graph neural
network with soft actor-critic and attention based large model for
intelligent edge routing in consumer internet of things. IEEE Trans-
actions on Consumer Electronics, 2025.

[44] David A Bader and Kamesh Madduri. Designing multithreaded
algorithms for breadth-first search and st-connectivity on the cray
mta-2. In 2006 International Conference on Parallel Processing
(ICPP’06), pages 523–530. IEEE, 2006.

[45] O Riansanti, M Ihsan, and D Suhaimi. Connectivity algorithm with
depth first search (dfs) on simple graphs. In Journal of Physics:
Conference Series, volume 948, page 012065. IOP Publishing, 2018.

[46] Ryan Lowe, Yi I Wu, Aviv Tamar, Jean Harb, OpenAI Pieter Abbeel,
and Igor Mordatch. Multi-agent actor-critic for mixed cooperative-
competitive environments. Advances in Neural Information Process-
ing Systems, 30, 2017.

[47] Georgios Tsaousoglou, Nikolaos Efthymiopoulos, Prodromos
Makris, and Emmanouel Varvarigos. Multistage energy management
of coordinated smart buildings: A multiagent markov decision process
approach. IEEE Transactions on Smart Grid, 13(4):2788–2797,
2022.

[48] Hui Lin, Sahil Garg, Jia Hu, Xiaoding Wang, Md Jalil Piran, and
M Shamim Hossain. Data fusion and transfer learning empowered
granular trust evaluation for internet of things. Information Fusion,
78:149–157, 2022.

[49] Yejun He, Youhui Gan, Haixia Cui, and Mohsen Guizani. Fairness-
based 3-d multi-uav trajectory optimization in multi-uav-assisted mec
system. IEEE Internet of Things Journal, 10(13):11383–11395, 2023.

[50] Jingyang Li, Shengli Song, Yixin Li, Hanxiao Zhang, and Guangneng
Hu. Chatmdg: A discourse parsing graph fusion based approach for
multi-party dialogue generation. Information Fusion, 110:102469,
2024.

[51] Felix Wu, Amauri Souza, Tianyi Zhang, Christopher Fifty, Tao Yu,
and Kilian Weinberger. Simplifying graph convolutional networks.
In International Conference on Machine Learning, pages 6861–6871.
PMLR, 2019.

[52] Kaiyuan Zhang, Xiaolin Gui, Dewang Ren, and Defu Li. Energy–
latency tradeoff for computation offloading in uav-assisted multi-
access edge computing system. IEEE Internet of Things Journal,
8(8):6709–6719, 2020.

[53] Zhilin Yang, William Cohen, and Ruslan Salakhudinov. Revisiting
semi-supervised learning with graph embeddings. In International
Conference on Machine Learning, pages 40–48. PMLR, 2016.

[54] Prithviraj Sen, Galileo Namata, Mustafa Bilgic, Lise Getoor, Brian
Galligher, and Tina Eliassi-Rad. Collective classification in network
data. AI Magazine, 29(3):93–93, 2008.

[55] John Schulman, Filip Wolski, Prafulla Dhariwal, Alec Radford, and
Oleg Klimov. Proximal policy optimization algorithms. arXiv
preprint arXiv:1707.06347, 2017.

Preprint submitted to Elsevier Page 17 of 17


