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Abstract

Two nearly universal and anomalous properties of glasses, the peak in the specific

heat and plateau of the thermal conductivity, occur around the same temperature. This

coincidence suggests that the two phenomena are related. Both effects can be ratio-

nalized by assuming Rayleigh scaling of sound attenuation and this scaling leads one

to consider scattering from defects. Identifying defects in glasses, which are inherently

disordered, is a long-standing problem that was approached in several ways. We ex-

amine candidates for defects in glasses that represent areas of strong sound damping.

We show that some defects are associated with quasi-localized excitations, which may

be associated with modes in excess of the Debye theory. We also examine generalized

Debye relations, which relate sound damping and the speed of sound to excess modes.

We derive a generalized Debye relation that does not resort to an approximation used

by previous authors. We find that our relation and the relation given by previous au-

thors are almost identical at small frequencies and also reproduce the independently

determined density of states. However, the different generalized Debye relations do

not agree around the boson peak. While generalized Debye relations accurately pre-

dict the boson peak in two-dimensional glasses, they under estimate the boson peak in

three-dimensional glasses.
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Introduction

Understanding the origin of the excess density of states above the Debye theory in glasses

is essential to explaining their anomalous low-temperature properties.1–4 One such property

is the boson peak, i.e the peak in the reduced density of states, g(ω)/ωd−1, where d is the

dimension. The boson peak is related to the peak in the heat capacity around 10K. The

nature of the vibrational modes around the boson peak and the source of these modes remain

important questions.5 Another anomalous property is the plateau of the thermal conductivity

that occurs around the same temperature as the peak in the heat capacity, which suggests

a connection between the two observations.

The specific heat and thermal conductivity can be reproduced by fitting a few parameters

of the soft potential model. At the heart of the soft potential model is the existence of quasi-

localized excitations that leads to ω4 scaling of the density of excess modes.1,6–10 The model

assumes a bilinear coupling of the quasi-localized excitations and sound waves, which results

in Γ(ω) ∝ ω4 of sound attenuation coefficient Γ(ω).7,8 The strength of sound attenuation

is related to the strength of the coupling and the density of the quasi-localized modes.

Therefore, within the soft potential model, there is a link between the modes in excess of

the Debye theory, the thermal conductivity plateau and sound attenuation.

Since simulations necessarily use finite size systems, at low frequencies phonon-like modes

are found in discrete locations. Thus, it is possible to isolate and study quasi-localized modes

by examining frequencies away from the phonon bands.11 Using this method, simulations

have provided evidence that the density of states of quasi-localized modes scales as ω4. For

three-dimensional glasses this finding was corroborated by simulational studies that used

large systems and separated modes on the basis of their participation ratio.12,13 The density

of states was found to be a sum of the Debye term and the density of the quasi-localized

modes. Recently it was argued that this finding is consistent with experimental results.5

Another approach that examines the density of states of glasses is the fluctuating elasticity

theory,14–17 which rationalizes the presence of the excess modes through frequency dependent
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speed of sound c(ω) and sound damping coefficient Γ(ω). Since the Debye theory predicts

a relation between the density of states and the speed of sound, g(ω) ∼ c−d(ω), a softening

of the speed of sound with increasing frequency naturally leads to an increase in the g(ω)

above the Debye theory result that is obtained with the speed of sound that is frequency-

independent. However, comparison with simulations have shown that the softening of the

speed of sound does not fully account for the excess density of states and that one also has

to include sound damping.16

Fluctuating elasticity theory expresses the density of states in terms of the Green func-

tion and provides approximate formulas for this function.16,18–20 In an approach known as

the generalized Debye formalism one postulates the form of the Green function, typically

assuming damped harmonic response of individual particles in the glass, and then uses this

function in the formula for the density of states. In this way the density of states can be

related to the speed of sound and sound damping coefficient obtained from direct simulations

of sound attenuation. The accuracy of this formalism was examined by Mizuno and Ikeda,21

who used a simplifying approximation introduced by Marruzzo et al.16 in the context of the

fluctuating elasticity theory analysis. Mizuno and Ikeda used Maruzzo et al.’s approximation

and derived and studied a generalized Debye relation in two and three dimensions. They

found that the generalized Debye relation gives an accurate description of the boson peak

height and position for their systems. However, it is unclear if the agreement is within error

of the simulation, if it is accurate for other systems, and to what extent it results from the

additional approximation introduced by Maruzzo et al.

Quasi-localized excitations assumed within the soft-potential approach, excess modes

predicted by the fluctuating elasticity theory and excess modes derived using generalized

Debye relations are inter-related rather than opposing views. For example, when one con-

siders wave propagation in a disordered medium with varying elastic constants (which is the

picture assumed within the fluctuating elasticity approach), formulas very similar to gen-

eralized Debye relations naturally emerge,14 resulting in similar predictions for the excess
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modes. However, generalized Debye relations themselves do not give any insight into the

nature of the excess modes.

Here we investigate the following two inter-related problems. First, we use our previously

derived microscopic theory of sound attenuation22 to identify the regions in glasses that

primarily account for sound damping, which we interpret as defects. We adopt the definition

of defects that we proposed and examined in two dimensions23 to three-dimensional glasses.

In addition, we examine two alternative definitions. We show that they mostly identify the

same regions in individual glass samples. The defects are associated with regions of large

vibrational amplitude (large components of the eigenvectors of the Hessian matrix), and

hence are frequently found in the centers of a quasi-localized excitation.

Second, we examine further generalized Debye relations. We derive expressions for density

of states in two and three dimensions without the simplifying approximation introduced by

Maruzzo et al. We compare the generalized Debye predictions with the density of states

obtained directly from diagonalizing the Hessian matrix.

The paper is organized as follows. First, we describe the simulations and essential aspects

of the microscopic sound damping theory.22 Next, we examine a vibrational mode level and a

particle level contribution to sound damping, which allows us to define defects. We examine

three different definitions of defects, and find that the details change slightly but the overall

interpretation is robust to the definition of the defects. Lastly, we examine generalized Debye

relations without the approximation of the Green function made by previous authors, and

compare our generalized Debye expression, a previous expression, and the density of states

obtained from simulations. We finish with some concluding remarks.
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Results and Discussion

Theoretical Evaluation of Sound Damping

We presented the details of the theoretical sound damping calculation in Ref. 22. Here

we outline the procedure and important results. We consider the harmonic approximation

with the initial conditions ui(0) = be−ik·Ri and u̇(0) = 0. Solving the harmonic equations

of motion is equivalent to solving ∂2
t |1(t)⟩ = −D(k) |1(t)⟩, where Dij(k) = Dije

i(Rn−Rm ,

|1(0)⟩ = N−1/2(e1, ..., eN) and all en are d dimensional vectors that satisfy en · en = 1.

In the small wavevector limit it can be shown22 that sound damping is given by

Γλ(ω) =
ω2

v2λ

1

δω

∑
ωp∈[ω−δω/2,ω+δω/2]

ε(ωp), (1)

where,

ε(ωp) = π/(2ω2
p) |⟨1|X |E(ωp)⟩|2 (2)

and vλ is the speed of sound. The vector |E(ωp)⟩ is a normalized eigenvector of the Hessian H

with eigenvalue ω2
p. Recall that all masses are equal, so H = D. The matrix X = k−1Hijk ·

(Ri −Rj) is determined by the polarization of the sound wave specified by unit vector en.

For transverse sound, en is perpendicular to k. For example, we can set en = (1, 0, 0) and

and then Xij = Hij(Yi − Yj) or Hij(Zi − Zj). For longitudinal sound en is parallel to k,

we can set en = (1, 0, 0) and then Xij = Hij(Xi −Xi). The quantity ε(ωp) is a mode level

contribution to sound damping. The definition of a mode in this work is an eigenvector

of H, which may differ from a quasi-localized excitation. Since Quasi-localized excitations

can hybridize with plan waves, it is possible that an extended mode contains one or more

quasi-localized excitations. Future work needs to examine how our results are related to

quasi-localized excitations and not just on the structure of the eigenvectors.
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Mode Level Contribution to Sound Damping

Previously we have shown that the full wave-vector dependent theory accurately describes

transverse and longitudinal sound damping in two-dimensional and three-dimensional glasses.22,23

Additionally, we found that the small wavevector approximation given in Eq. (1) accurately

describes the Rayleigh scaling regime in two-dimensional glasses.23 In practice we determine

sound damping by evaluating the expression given in Eq. (1) and fit it to Γ(ω) = Bt
4ω

4, inset

to Fig. 1. We note that if we allow the exponent to vary we obtain values very close to the

expected result of 4 for Rayleigh scaling in three dimensions. Shown in Fig 1 is Γ calculated

from simulations (squares) and theory (solid lines) for our least stable glass Tp = 0.200, our

most stable glass Tp = 0.062, and a glass of intermediate stability Tp = 0.085. The agreement

between the simulations and the theory is excellent in the Rayleigh scaling regime.

Tp = 0.200
Tp = 0.085
Tp = 0.062

Poorly Annealed

Stable

B 4

0

1

2

Tp
0.1 0.2

Γ T

10−4

10−3

10−2

10−1

1

ω
0.2 0.5 1

Figure 1: Comparison of sound damping calculated from simulations, squares, to the small
frequency theoretical predictions, lines, for three glasses of different stability. The theory
predicts Rayleigh scaling at small frequencies.
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To gain insight into the changes in the system which result in the large decrease in

sound damping between our most stable and least stable glasses, we examine the mode level

contribution to sound damping ε(ωp), Fig. 2. For this calculation we are showing modes

for the N = 192, 000 particle system where we analyzed 20 separate glass configurations for

each Tp. For our most stable glass we can see bands of contributions corresponding to modes

in the first two transverse sound waves. There are also contributions from modes outside

these bands, and these modes have a larger per mode contribution on average than the

modes within the bands. However, there are significantly fewer modes outside the phonon

bands compared to the number of modes within these bands. As the stability decreases, i.e.

with increasing Tp, we find that the bands become less distinguishable and the mode level

contribution increases.

Previous work12,13 suggested that the low-frequency density of states can be divided into

two contributions, the Debye contribution ADω
2 and an excess contribution A4ω

4, such that

the full density of states is g(ω) = ADω
2 + A4ω

4. In glasses,11–13 there are contributions to

sound damping arising from the Debye-like modes and from the excess modes. We studied

these contributions in two-dimensional glasses and showed that non-affine forces play a key

role in understanding the contribution from Debye-like modes, and there is sound damping

even if the eigenvectors in expression (2) were replaced with sound waves.23 It has been

argued by several authors that non-affine forces play a key role in sound damping24,25 We

were also able to identify regions of the glass that were responsible for large sound damping

over a range of frequencies, which we referred to as sound damping defects. To define a defect

we defined a particle level contribution to sound damping for each mode, and determined that

the defects were associated with regions where the particles average square magnitude of the

displacement over a frequency range was greater than 2/N , i.e. the maximum displacement

for an ideal plane wave. Here we use this approach in three-dimensional glasses to reveal

regions of individual configurations that give large contributions to sound damping.

The mode level contribution is proportional to the projection of the non-affine force field
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Tp = 0.200

Tp = 0.085

Tp = 0.062

(a)

(b)

(c)

10−8
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10−4

10−2

1

ε(
ω

p)

10−8

10−6
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10−2

1
10−8

10−6

10−4

10−2

1

ωp

0.10 0.15 0.20 0.25 0.30 0.35

Figure 2: Mode level contributions to sound damping for three parent temperatures of
d = 3 glasses. The contributions decreases with increasing stability, i.e. decreasing parent
temperature.
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on the eigenvectors of the Hessian, |E(ωp)⟩. For a transverse wave, which is shown here, it

is the non-affine force field due to a shear deformation. For a longitudinal wave, it is the

non-affine force field due to a compression. We can see that the frequency dependence arises

from the change of the eigenvectors with frequency. Here we will examine the contributions

to transverse waves since they are the lowest frequency waves.

In Fig. 2(c), Tp = 0.062, there is one eigenvector with a larger contribution than the

other eigenvectors. For this Tp we can count the number of modes up to ω = 0.24, right past

the first phonon band. We find that there is one more mode than expected from the Debye

theory, but we do not know which mode to identify as the excess mode. We determined which

glass configuration contained this mode, and examined the contribution to sound damping

for the first 13 modes, which should encompass the first phonon band plus one extra mode.

Shown in Fig. 3(a) is the contribution to sound damping for this one Tp = 0.062 glass

configuration versus the mode number, where the modes are numbered from lowest frequency

to highest frequency (excluding the uniform translations). We see that the first mode has

the largest contribution to sound damping, and the 13th mode also has a relatively large

contribution. To examine the structure of the mode we only look at the displacement vectors

of particle n, |En|2 > 2/N , i.e. the |En|2 that are larger than for a pure plane wave. We note

that we observe regions with large |En|2 in mode 13 different from what is seen in mode 1.

Shown in Fig. 3(b) is the lowest frequency mode that has the largest contribution to

sound damping for the Tp = 0.062 glass configuration shown in Fig. 3(a). There is a cluster

of particles with larger |En|2, which resembles a quasi-localized excitation. We note that

the participation ratio for this mode is 10−4, and the mode is more localized than the other

modes. We also find a cluster of large |En|2 in mode 13 at the same location as in mode

1 for the same glass configuration. As we found in two-dimensional glasses, one region of

space can result in large |En|2 over a range of frequencies. This observation motivates the

definition of defects we discuss in the next section.

While we find that, in general, eigenvectors that have a large contribution to sound damp-
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Tp = 0.062

ε(
ω

p)

0

0.002

0.004

Mode Number p
0 2 4 6 8 10 12

(a)

(b) p = 1 (c) p = 13 (d) defects   c1

Figure 3: (a) The mode level contributions to sound damping for one Tp = 0.062 configu-
ration. The modes are ordered from the lowest frequency to the highest frequency mode,
excluding the uniform translations. (b) Visualization of the lowest frequency mode, p = 1,
which has the largest contribution to sound damping. Only the displacement vectors with
magnitude |En|2 > 2/N are shown. (c) Visualization of the mode p = 13, and the same
region of space as for p = 1 has large eigenvectors. (d) The defects identified using our
first procedure, see text, and we see that this procedure identifies the compact area of large
displacement magnitude shown in (b) and (c) as a defect.
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ing have a cluster of particles with large |En|2, we also find that there are also configurations

where the largest contribution to sound damping comes from a mode where there is no com-

pact cluster of large |En(ωp)|2. One example is shown in Fig. 4. The contribution to sound

damping is shown in Fig. 4(a) for one configuration for a parent temperature Tp = 0.085.

The mode that makes the largest contribution is p = 6, the next largest is p = 12, and the

third largest is p = 1. The first mode, Fig. 4(b) (p=1), has one compact cluster of large

|En|2, while although the other two modes show regions of space with large |En|2, these

regions are not compact and isolated. We note that the participation ratio is 10−4 for p = 1,

0.61 for p = 6, and 0.64 for p = 12. Thus the participation ratio for p = 6 and p = 12 is

what is expected for a plane wave, while the participation ratio is what would be expected

for a quasi-localized mode for p = 1. We note, however, that a hybridized quasi-localized

excitation can still be present in modes p = 6 and p = 12.

While we can associate eigenvectors with large |En|2 with eigenvectors that also have a

large contribution to sound damping, it is not clear if these eigenvectors are distorted plane

waves or contain quasi-localized excitations. Just by observation, we find that modes with

small participation ratio have a large contribution to sound damping, but the reverse is not

true. Modes with participation ratios close to what is expected for a plane wave can also

have large contributions to sound damping. Future work needs to examine definitions of

quasi-localized excitations and particle level contributions to sound damping.

Defects

For two-dimensional amorphous solids we previously defined a particle n to be within a

defect if S2d
n = (N/2)

∑24
p=1 |En(ωp)|2/24 > 1, where where En(ωp) is the component of

the eigenvector with eigenvalue ω2
p corresponding to particle n.23 This definition closely

resembles the vibriality defined in by Hu and Tanaka26 and studied by Richard,27 and is

related to the region where sound attenuation begins as identified by Mahajan and Pica

Ciamarra.28 The frequency range was chosen to coincide with the range of the Rayleigh
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Tp = 0.085

ε(
ω

p)

0

0.0005

0.0010

Mode Number p
0 2 4 6 8 10 12

(a)

(b) p = 1 (c) p = 6 (d) p = 12 

Figure 4: (a) The mode level contributions to sound damping for one Tp = 0.085 configu-
ration. The modes are ordered from the lowest frequency to the highest frequency mode,
excluding the uniform translations. (b) The mode with the third largest contribution to
sound damping, p = 1, which is a compact area that resembles a quasi-localized excitation.
Only the displacement vectors with magnitude |En|2 > 2/N are shown. (c) Mode with
the largest largest contribution to sound damping for this configuration, p = 6. There are
no compact areas of large displacements, and the eigenvectors where |En|2 > 2/N are not
localized. (d) Mode with the second largest contribution to sound damping for this config-
uration, p = 6. There are no compact areas of large displacements, and the eigenvectors
where |En|2 > 2/N are not localized. More extended modes can have large contributions to
sound damping. The defect particles are determined through an average particles with |En|2
over a range of frequencies, and this configuration has several defects.
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scattering regime for each Tp and to include the same number of modes in the analysis for

each configuration. We note that the Rayleigh scattering regime extends to higher ω than

what is included in the analysis for our most stable glasses. We then defined a defect density

as c1 = w̄n/N where wn is one for a defect particle and zero otherwise. The over-bar denotes

an average over glass configurations. We examined the relationship between c1 and fits to

Γ = B3ω
3 from Γ determined from simulations. We found that the most stable glasses in

two-dimensions had no defects, Fig. 5(b) (black circles) using this definition. Additionally,

the defect concentration c1 is linearly related to B3.

We acknowledge that there are some arbitrary choices in the definition of defects. To ex-

amine how robust our conclusions are on the definition of defect particles through the size of

|En(ωp)|2 and the range of frequencies used to define defects, we examine two additional def-

initions of defects for the two-dimensional and three dimensional solids. The corresponding

defect densities are denoted by c2 and c3.

We start with defects in three-dimensional glasses defined in a very similar manner as in

our previous work in 2D and define S3d
n = (N/2)

∑52
p=1 |En(ωp)|2/52 > 1 for N = 192, 000.

Again, the range was chosen to roughly correspond to the Rayleigh scaling regime for the

three-dimensional glasses and to include the same number of modes for each glass. If there are

no excess modes, the first 52 modes are the first 4 transverse sound waves. The longitudinal

waves for a finite sized systems show up at higher frequencies and are not included in our

analysis. We had to choose this large system to average over the Rayleigh scaling regime

since Rayleigh scaling occurs only at small frequencies for the poorly annealed glasses. We

defined c1 = w̄n/N where wn is one when S3D
n is greater than one and zero otherwise. We

examine the concentration of defects c1 to fits of Γ = B4ω
4 using the simulation data. We

find that c1 is linearly related to B4, we also find that a linear fits implies no damping even

with defect particles, black circles and line in Fig. 5(a). While this conclusion is different

than what we concluded in 2D, we note that there are several technical issues that may arise

with this definition.
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3D
(a)

c3
c2
c1

B
4

0

0.5

1.0

1.5

2.0

cn
0 0.01 0.02 0.03

c3
c2
c1

2D
(b)

B
3

0

0.5

1.0

cn
0 0.005 0.010 0.015

Figure 5: The Rayleigh scaling coefficient versus the fraction of the particles within a defect
with the three definitions of defects described in the text in three dimensions (a) and two
dimensions (b). For the three-dimensional glasses, the Rayleigh scaling coefficient goes to
zero when the defect density goes to zero, which suggests that defects control sound damping
for these three dimensional glasses. For our two-dimensional glasses the Rayleigh scaling
coefficient is non-zero even when the defect density goes to zero. Defects are not needed
for sound damping to occur, and we expect this to be the case for some three-dimensional
glasses also.
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First, it is somewhat ambiguous what range of frequencies we should use to define defects.

To test how this effects the results we defined a defect where the average is taken over the

first 8 modes in two dimensions (roughly the first two transverse phonon bands), and the

first 30 modes in three-dimensions (roughly the first two transverse phonon bands). We

defined c2 using this restricted region of modes and found that the linear relationship still

held in two-dimensions and three dimensions, green symbols and line in Fig. 5. Here the

two-dimensional results still predict damping with no defects, and the three-dimensional

result predicts that damping goes to zero when the defects concentration goes to zero.

We also examined a more restrictive definition of a defect. We found the particles where

the average of |En(ωp)|2 was greater than 2/N for the first phonon band, and separately

for the second phonon band. The defect particles was the intersection of these two sets of

particles and the defect concentration is denoted as c3, red symbols in Fig. 5. Again we find

damping without defects in two dimensions, but damping approximately goes to zero with

the defect concentration in three dimensions.

To get a better understanding of the different definitions of defects, we visualize the

particles within the defects for Tp = 0.062 and Tp = 0.085, Fig. 6. We choose the same

configurations shown in Fig. 3 and Fig. 4. We find that as the definition of the defect

becomes more strict, with c1 being the least restrictive and c3 being the most restrictive, the

fraction of particles found in a defect decreases. For Tp = 0.062 there are defects that are

picked up by including more than the first two phonon bands in the definition of a defect, c1,

that are not present in the other two definitions. For all definitions we do find a few isolated

particles, which are small contributions to the total fraction of defects. We also show the

defects determined from definition c1 in Fig. 3(d), where we can see a correspondence of the

areas with large |En|2 and the location of defects.

We conclude that defects play a large role in sound damping for our simulated three-

dimensional solid. However, as in two dimensions, there is no reason to believe that defects

have to be present for sound damping to occur. Future work studying different systems and
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(a)      c1 (b)      c2 (c)      c3

 
  =

 0
.0

62
T p

(d)      c1 (e)      c2 (f)      c3

 
  =

 0
.0

85
T p

Figure 6: Visual representation of defects for one configuration for our three definitions of
defects and two parent temperatures. The configurations are the same shown in Fig. 3 and
Fig. 4. (a) Tp = 0.062 and defect definition c1. (b) Tp = 0.062 and defect definition c2. (c)
Tp = 0.062 and defect definition c3. (d) Tp = 0.085 and defect definition c1. (e) Tp = 0.085
and defect definition c2. (f) Tp = 0.085 and defect definition c3.
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densities in three dimensions should help clarify this issue. We note, however, that large,

stable systems are needed to properly define defects in the Rayleigh scattering regime. An-

other possibility would be to artificially reduce quasi-localized modes through the reduction

of internal stresses,35,36 verify that these modes are indeed related to the sound damping

defects, and then study damping with defect density.

Sound Damping and the Density of States

Within a generalized Debye model, as presented in Sec. 2.2 of Ref. 37, density of states can

be obtained from frequency dependent speeds of sound and sound damping coefficients.

g(ω) =
2ω

πqdD

∫ qD

0

dqqd−1Im[(d− 1)GT (q, ω) +GL(q, ω)], (3)

where the Green function reads

Gλ(q, ω) =
1

−ω2 + q2v2λ(ω)(1− iΓλ(ω)/ω)
, (4)

with λ denoting the transverse, λ ≡ T and longitudinal, λ ≡ L components. Furthermore, qD

in Eq. (3) denotes the Debye wavevector, qD = (2dπd−1ρ)1/d. We will follow this somewhat

phenomenological approach here. In our comparison used frequency dependent speeds of

sound and sound damping coefficients determined from sound damping simulations.34

We note that to simplify the integral over wavevectors, previous authors16,21 approxi-

mated the denominator in Eq. (4) −ω2+q2v2(1− iΓ/ω) ≈ (1− iΓ/ω)(−ω2+q2v2). To study

this approximation as well as the generalized Debye model in more detail we did not make

this approximation and evaluated Eq. (3) with Eq. (4) as the integrand.

Since the formulas for the density of states are rather complicated, to simplify the no-

tation we omitted the frequency dependence of the speeds of sound and sound attenuation

coefficients.
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In two-dimensions we obtained the following result, g2D(ω) = g2DT (ω) + g2DL (ω) where

g2Dλ (ω) =

(
ω

q2Dv
2
λ(1 + Γ2

λ/ω
2)

)
+

ω

πq2Dv
2
λ(1 + Γ2

λ/ω
2)

tan−1

(
Γλq

2
Dv

2
λ

ω(ω2 − q2Dv
2
λ)

)
+

Γ

2πq2Dv
2
λ(1 + Γ2

λ/ω
2
λ)

log

[
1− 2v2λq

2
D

ω2
+

v4λq
4
D

ω4

(
1 +

Γ2
λ

ω2

)]
, (5)

and we recall that Γλ, and vλ depend on frequency ω. When Γλ = 0 the Debye theory

g(ω) = [(q2Dv
2
T )

−1 + (q2Dv
2
L)

−1]ω is recovered. When Γλ > 0 the Debye term is reduced

by a factor of (1 + Γ2
λ/ω

2), and is also influenced by the frequency change of vλ(ω). For

many glasses there is a softening of the speed of sound resulting in a reduction of vλ(ω),

which would increase the density of states. Both these contributions are negligible at small

frequencies. There are two additional terms that result in an increase of the density of states.

The tan−1 term is small and the log term is nearly equal to the log term given by Mizuno

and Ikeda.21 Therefore, this expression gives very similar results to the expression in Eq. (15)

of Mizuno and Ikeda.21 We compare Eq. (5) with the two-dimensional density of states in

Fig. 7(a), and find excellent agreement with the density of states calculated directly from

simulations. We note that Mizuno and Ikeda’s expression (dashed line) is just as accurate

as our expression. This results suggests that sound damping accounts for the boson peak,

at least for two-dimensional glasses.

However, we find a different result for three-dimensional glasses. For three-dimensional

glasses the generalized Debye model leads to g3D(ω) = 2g3DT (ω) + g3DL (ω) where the rather

complex expressions for g3Dλ (ω) are presented in the appendix.

There are two simplifications that we can make to understand the result given in the

appendix. First, we note that in the absence of sound damping the Debye theory is recovered,

g3Dλ (ω) = [2(q3Dv
3
T )

−1 + (q3Dv
3
L)

−1]ω2. Again, with sound damping there is a competition

between an increase in Γλ(ω) and a decrease in vλ(ω). Second, if Γλ << ω then Aλ ≈ 1,
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Figure 7: Comparison of the reduced density of states (circles) with generalized Debye
relations (lines) for three-dimensional (a) and two-dimensional (b) glasses. The solid lines is
the generalized Debye relation derived in this work, while the dashed line is the generalized
Debye relation given by Mizuno and Ikeda.

19



Bλ ≈ 0 and we have the simple result

g3Dλ (ω) ≈ ω2

q3Dv
3
λ

+
2Γλ

πq2Dv
2
λ(1 + Γ2

λ/ω
2)
, (6)

which is the formula given by Maruzzo et al.16 The modes in excess of the Debye theory are

proportional to the sound damping coefficients and would scale as ω4 in three dimensions.

If we approximate 1 + Γ2
λ/ω

2 with 1 then we find that the excess density of states scales as

sound damping.

When we approximate 1 + Γ2
λ/ω

2 with 1 and consider low frequencies, we are left with a

term linear in ω and a term that grows as Γ(ω) ∼ ω3. This would suggest that the excess

density of states for two-dimensional glasses scale differently than the excess density of states

for three-dimensional glasses.23,38,39 Additionally, this does not agree with the ω4 scaling of

the density of states observed by Kapteijns et al.11

Unlike in two dimensions, the generalized Debye relation does not reproduce the boson

peak for our three dimensional glasses, Fig. 7(b). While the low frequency data is well

produced, the generalized Debye relation underestimates the boson peak height. We note

that the expression for g(ω) given by Mizuno and Ikeda, dashed lines in Fig. 7(b), results in

predictions for the boson peak that are larger than our result without this approximation.

For our least stable glass, Tp = 0.200, the boson peak is well reproduced using Mizuno and

Ikeda’s formula, but the boson peak is still underestimated for the other parent temperatures.

It is currently unclear if the success of the generalized Debye relation is related to any

fundamental difference in two dimensions and three dimensions, or if this difference is just

coincidental. Mizuno and Ikeda found that their generalized Debye relation reproduced the

boson peak for two-dimensional and three-dimensional glasses. However, their approximation

underestimated the density of states at small frequencies for their three-dimensional glasses.

We find that our expression accurately predicts the small frequency density of states for each

of our glasses. The accuracy of the generalized Debye model and the range of frequencies
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where it would be expected to hold deserves further study.

Discussion

We previously proposed a definition of defects in two-dimensional glasses and showed that

sound is damped and Rayleigh scaling obeyed even if no defects are present.23 Here we

extended defect definition to three-dimensional glasses and, in addition, proposed two addi-

tional, more stringent definitions. We showed that these definitions identify defects mostly

in the same locations in individual glass configurations. The spatial extend of these defects

decreases with increasing stringency of the definition.

We note that unlike for two-dimensional glasses, defects are always present in our three-

dimensional glasses. This may be due to the fact that one can reach lower parent tempera-

tures and thus more stable glasses in two dimensions compared to three dimensions. Thus,

to check whether sound is damped and Rayleigh scaling obeyed in three-dimensional glasses

without defents one may resort to removing artificially internal stresses, following Kapteijns

et al.35,36

We also examined the ability of generalized Debye relations to predict the boson peak.

We derived a generalized Debye formula without resorting to an approximation made by

previous authors. Our result for the excess density of states is smaller than previous result

that followed from an approximate evaluation of the integral. In two-dimensions the change

is minimal, but it is significant in three dimensions where we found that our expression begin

to noticeably deviate from previous expressions when Γ/ω > 0.1. Additionally, we found that

all the expressions under-estimated the boson peak height for our stable three-dimensional

glasses. We note that the expression given by Mizuno and Ikeda accurately predicts the

boson peak height for our least stable three-dimensional glass.

The formulation of generalized Debye models relies on assumptions of the wavevector

dependence of the Green function (or response function). Mizuno and Ikeda21 replaced the
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frequency of the damped sound wave with vλ(q, ω)q in one place in their formulation of the

Green function to introduce the wavevector dependence of the Green function. Additionally,

they dropped the q dependence of the speed of sound. While this assumption is reasonable

at low frequencies, it likely breaks down upon approaching the boson peak. It is possible

that a more accurate formulation of the Green function for transverse waves around the

boson peak will allow generalized Debye models to be more accurate. Another possibility is

the existence of additional vibrational modes that are not captured in the generalized Debye

models.

The nature of the vibrational modes around the boson peak have been studied by Hu

and Tanaka in two-dimensional glasses26 and three-dimensional glasses,40 where they claim

that stringlet like excitations are responsible for the boson peak. In contrast, Lerner and

Bouchbinder claim that the boson peak is composed of hybridized phononic and quasilocal-

ized excitations for two-dimensional glasses.41 Future work needs to examine the connection

between sound attenuation, stringlet like excitations, and quasilocalized excitations.
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Appendix

Simulations

Our glasses were created from equilibrated configurations of a polydisperse glass forming

liquid with particles of equal mass.29 The interaction potential is given by

V (rij) =

(
σij

rij

)12

+ c0 + c2

(
rij
σij

)2

+ c4

(
rij
σij

)4

, (7)
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when rij ≤ 1.25σij and zero otherwise. In Eq. (7) rij = |ri − rj| is the distance between

particles i and j. The parameters c0, c2, and c4 are chosen such that the potential and

its first two derivatives are continuous at 1.25σij. The probability of a particle diameter

σ is P (σ) ∼ σ−3 where σ ∈ [0.73, 1.63] and we use the non-additive mixing rule σij =

0.5(σi + σj)(1− 0.2|σi − σj|). The number density is N/V ≡ ρ = 1. We studied systems of

sizes N = 192,000, 64,000, and 48,000 particles in three dimensions and N = 20,000 particles

in two dimensions. The Swap Monte Carlo algorithm29 was used to create equilibrated

configurations at a parent temperature TP . These configurations were then quenched to

zero temperature using FIRE algorithm30 implemented in LAMMPS.31 For reference, in

three dimensions the onset temperature of slow dynamics is To = 0.200, the mode-coupling

temperature is Tc = 0.108, and the estimated experimental glass temperature is Tg = 0.072.29

In two dimensions To = 0.200, Tc = 0.183, and Tg = 0.082.32

To determine sound attenuation in the harmonic approximation we followed the procedure

proposed by Gelin et al.33 We numerically solved the harmonic equations of motion

üi(t) = −
N∑
j=1

Dij · uj(t) + u̇0
i δ(t), (8)

where Dij is the dynamical matrix (equal to the Hessian since all masses are equal) and

ui(t) denotes the displacement of the particle i at t from its inherent structure position.21,34

The initial condition u̇0
i = aλ(k · r0i ) is an excited sound wave at t = 0. Transverse sound

waves are simulated when aT ·k = 0 and longitudinal sound waves are studied when aL ∝ k.

Sound damping Γ and the frequency of sound Ωλ are calculated from fitting the velocity

correlation function

vλ(t) =

∑N
i=1 u̇i(0) · u̇(t)∑N
i=1 u̇i(0) · u̇(0)

(9)

to vλ(t) = exp(−Γλt/2) cos(Ωλt). In practice we use an envelope method described by Wang

et al.34 to find Γλ and then fix Γλ in the fits to find Ωλ.
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Generalized Debye Derivation

Generalized Debye relations determine the density of states using

g(ω) =
2ω

πqdD

∫ qD

0

Im [(d− 1)GT (q, ω) +GL(q, ω)] q
d−1dq, (10)

where Gλ(q, ω) is the Green function for phonon propagation. The Green function can be

determined from several different starting points. Mizuno and Ikeda started by defining the

Green function in the time domain as the integral of C(t) and assuming C(t) = e−Γt/2 cos(Ωt).

Under some assumptions they arrive at the expression

Gλ(q, ω) =
1

−ω2 + q2v2λ(ω)(1− iΓλ/ω)
. (11)

Fluctuating elasticity theory derives an equivalent expression,16,18–20 but their starting point

is the wave equation assuming fluctuating elastic constants. Previous work made the ap-

proximation −ω2 + q2v2λ(ω)(1 − iΓλ/ω) ≈ (1 − iΓλ/ω)(−ω2 + q2v2λ), which should hold for

Γλ << vλ. Using this approximation for the denominator, the integral (10) is easier to

evaluate.

To evaluate integral (10) without further approximations we make the change of variables

x = −ω2 + q2v2λ and take the imaginary part after performing the integral. This procedure

is rather straightforward in two dimensions, but is involved and leads to a complex equation
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in three dimensions. The solution in three dimensions is

g3Dλ (ω) =
ω2

πq3Dv
3
λ(1 + Γ2

λ/ω
2)

[
(A3

λ − 3AλB
2
λ)θ + (B3

λ − 3A2
λBλ) ln(rλ)

]
+

2Γλ

πq2Dv
2
λ(1 + Γ2

λ/ω
2)

(12)

Aλ =

√√
1 + Γ2

λ/ω
2 + 1

2
(13)

Bλ =

√√
1 + Γ2

λ/ω
2 − 1

2
(14)

θλ = π + tan−1

qDvλω
√
2
√√

1 + Γ2
λ/ω

2 − 1

ω2 − q2Dv
2
λ

√
1 + Γ2

λ/ω
2

 (15)

rλ =

√
ω4 − 2ω2q2Dv

2
λ + (1 + Γ2

λ/ω
2)q4Dv

4
λ

ω2 − 2qDvλωAλ + q2Dv
2
λ

√
1 + Γ2

λ/ω
2
. (16)

The Debye term is recovered without damping since Aλ = 1 , Bλ = 0, and the tan−1 term

is zero. As shown in Fig. 7, the small ω solution given here and by Mizuno and Ikeda21 are

nearly identical. We find that our result starts to deviate from that of Mizuno and Ikeda

when Γ/ω > 0.1 for our three-dimensional glasses. Marruzzo et al.16 gave a slightly different

expression than Mizuno and Ikeda, but all our expressions are nearly equal at small ω.
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