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Abstract

Spontaneous stochasticity refers to the emergence of intrinsic randomness in deterministic systems under singular limits, a phe-
nomenon conjectured to be fundamental in turbulence. Armstrong and Vicol [3, 4] recently constructed a deterministic, divergence-
free multiscale vector field arbitrarily close to a weak Euler solution, proving that a passive scalar transported by this field exhibits
anomalous dissipation and lacks a selection principle in the vanishing diffusivity limit.

This work aims to explain why this passive scalar exhibits both Lagrangian and Eulerian spontaneous stochasticity.
Part I provides a historical overview of spontaneous stochasticity, details the Armstrong-Vicol passive scalar model, and presents

numerical evidence of anomalous diffusion, along with a refined description of the Lagrangian flow map.
In Part II, we develop a theoretical framework for Eulerian spontaneous stochasticity. We define it mathematically, linking it to

ill-posedness and finite-time trajectory splitting, and explore its measure-theoretic properties and the connection to RG formalism.
This leads us to a well-defined measure selection principle in the inviscid limit. Within this limit, we identify a structured family of
probability measures, with building blocks the Dirac measures responsible for the well-posed inviscid limits. This approach allows
us to rigorously classify universality classes based on the ergodic properties of regularisations. To complement our analysis, we
provide simple yet insightful numerical examples.

Finally, we show that the absence of a selection principle in the Armstrong-Vicol model corresponds to Eulerian spontaneous
stochasticity of the passive scalar. We also numerically compute the probability density of the effective renormalised diffusivity
in the inviscid limit. This Eulerian behaviour contrasts sharply with the Kraichnan model, where only Lagrangian spontaneous
stochasticity is possible. We argue that the lack of a selection principle should be understood as a measure selection principle over
weak solutions of the inviscid system.

Keywords: Spontaneous stochasticity, inviscid limit, advection-diffusion PDE, anomalous dissipation, renormalisation group.

1. Introduction

This project can be understood as a very modest attempt
to reconcile two perspectives – those of mathematicians and
physicists – on the nature of spontaneous stochasticity.

This work is motivated in large part by a recent mathemati-
cal proof establishing the existence of a dissipative anomaly in a
passive-scalar transport system [3, 4], as well as the absence of
a selection principle. Similar results have been observed in re-
cent studies of advection-diffusion partial differential equations
(PDEs) [33, 24, 48, 18].

The main message of this paper is twofold. On the one hand,
the absence of a selection principle, as seen by mathematicians,
is often perceived negatively as a mathematical pathology of
the model in the inviscid limit. The consequence is that such
a pathology further distances the scientific community from a
deeper understanding of turbulence, adding yet another layer of
mystery to the connection between the Navier-Stokes equations
and the Euler equations.
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On the other hand, the notion of spontaneous stochasticity
is not so well defined among physicists: it is often identi-
fied with Lagrangian spontaneous stochasticity as introduced
by [23]. Alternatively, it might also be confused sometimes
with a notion of classical chaos or with a problem of represent-
ing complexity – for instance, the need to represent complexity
in a probabilistic manner. As a result, spontaneous stochasticity
may be wrongly perceived as merely a methodological or repre-
sentational issue rather than as a genuine physical phenomenon
in its own right.

The goal here is to reconcile and clarify these perspectives.
For mathematicians, the absence of a selection principle should
not lead to the rejection of the model and is certainly not a math-
ematical pathology. Its very existence is of a physical nature.
Whether it is more or less realistic is a question of a differ-
ent kind. In the system of [3, 4], as well as by [18], it ap-
pears in a much more realistic manner than ever seen before.
Remarkably, it can be analysed mathematically, largely thanks
to the development of convex integration over the past decade
[27, 49, 17, 15].

For physicists, the fact that the absence of a selection
principle appears in linear PDEs of passive scalar and is, at its
core, what they refer to as ”Eulerian spontaneous stochasticity”
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should be recognised as a significant milestone. In fact, the
role that these recent models of passive scalar transport play
in understanding Eulerian spontaneous stochasticity is remi-
niscent of the role that the Kraichnan model [52] has played
in the turbulence community in understanding the dissipative
anomaly and Lagrangian spontaneous stochasticity [23, 31].

The paper is structured in two mostly independent parts.
First, we provide a rather detailed historical retrospective of the
concept of spontaneous stochasticity. We then present a de-
scription of the Armstrong-Vicol model [3, 4]. The main result
concerning the dissipative anomaly – equivalently Lagrangian
spontaneous stochasticity – is then studied numerically.

The second part is more mathematically oriented and ad-
dresses the framework of Eulerian spontaneous stochastic-
ity. We first provide a mathematical definition of spontaneous
stochasticity in a very general setting, i.e., from the perspective
of dynamical systems (Sections 5.1–5.5). This notion is inten-
tionally broader than possibly more restrictive interpretations of
spontaneous stochasticity.

We then discuss the various implications of this definition
in finite dimensions, particularly a measure selection princi-
ple (Section 5.3) and the crucial role played by singularities
(Section 5.5). Next, we present nontrivial examples in finite di-
mensions (Subsections 5.5.2–5.5.5). Finally, we examine the
Armstrong-Vicol system by discussing the recent result ob-
tained by [4] on the absence of a selection principle (Section 6).
We also provide an alternative mathematical proof based on our
own definition of Eulerian spontaneous stochasticity (Section
7). Additionally, we highlight numerical signatures of Eulerian
spontaneous stochasticity, from the associated renormalisation
sequence (Section 8).
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Part I

2. Historical review

The modern notion of spontaneous stochasticity has been
quite elusive since the first time it was coined as such by [23]. It
emerged from a long and intricate history mostly related to tur-
bulence and the Navier-Stokes equations. Spontaneous stochas-
ticity is the property that a deterministic system, in some singu-
lar limit, can exhibit an intrinsic source of randomness. It has
often been wrongly identified with the phenomenon of chaos
in nonlinear systems: it is not, not even close... The confusion
indeed arises simply because in turbulence: chaos and sponta-
neous stochasticity conspire together.

There are in fact two different parallel stories: a Lagrangian
tale and an Eulerian one. It seems we are still far from recon-
ciliating the two.
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2.1. Lagrangian spontaneous stochasticity

One can probably root the concept with the work of Richard-
son on turbulence diffusion [73]. In essence, the separation
R12(t) = R1(t) − R2(t) between two close fluid particles in a
given flow would satisfy d

dt R12 = v(t,R1) − v(t,R2) or taking
the norm ρ := ||R12||,

d
dtρ

2 = 2ρ · ∆v. If the fluid velocity is
smooth ||v(t,R1) − v(t,R2)|| ∝ ||R1 − R2|| (Lipschitz), then one
would obtain d

dtρ
2 ∝ ρ2. This yields an exponential growth.

In a turbulent fluid however, velocities are not smooth. It is
known from Kolmogorov [51] that, neglecting intermittent ef-
fects, a reasonable approximation is the K41 velocity having 1

3

Hölder regularity: ||v(t,R1) − v(t,R2)|| ∝ ||R1 − R2||
1
3 . It im-

plies that one has d
dtρ

2 ∝ (ρ2)
2
3 . This yields a totally different

behaviour where now, ρ grows as a power of time, even more
important this is true no matter how close are the two particles
initially. This is the famous Richardson’s law: ⟨ρ2⟩ ∝ t3 ob-
served numerically in a consistent way , see e.g. [36, 76, 11]
and references therein. It is much less clear at the experimental
level [50].

Meanwhile, one of the fundamental aspect of turbulence, al-
ready suggested by Taylor [79], is the fact that kinetic energy
can be dissipated for fluid of ”infinitesimal viscosity”. It was
indeed phrased as a conjecture by Onsager [70] for 3D Euler,
that we would like to quote: ”It is of some interest to note that
in principle, turbulent dissipation as described could take place
just as readily without the final assistance by viscosity. In the
absence of viscosity, the standard proof of the conservation of
energy does not apply, because the velocity field does not re-
main differentiable! In fact it is possible to show that the ve-
locity field in such ”ideal” turbulence cannot obey any LIP-
SCHITZ condition of the form |v(r′ + r) − v(r′)| < Const.rn,
for any order n greater than 1/3; otherwise the energy is con-
served.”

This remarkable phenomenon of ”dissipative anomaly”
(sometimes referred to as ”the zeroth law of turbulence”) also
appears in simpler models and in particular in passive scalar
models: linear advection-diffusion equations for a scalar field
θ = θ(t, x) taking the simple form ∂tθ + v · ∇θ = κ∆θ, and
where the velocity v(t, x) and initial condition θ(0, x) are pre-
scribed. The dissipative anomaly then is expressed mathemati-
cally simply as lim supκ→0 κ||∇θ||

2
L2

x,t
> 0. A synthetic model of

turbulence which has played a key role in turbulence studies is
the so-called Kraichnan model [52]. It is again an advection-
diffusion system where the velocity mimics some key aspects
of velocity fields solving 3-D Navier-Stokes at high Reynolds
number. It is a random white-in-time, correlated in space, Gaus-
sian field having two free parameters controlling its spatial reg-
ularity over a given range of scales. In a remarkable series of
works [9, 23, 22], Gawȩdzky and colleagues were able to es-
tablish using the Kraichnan ensemble that indeed the classical
determinism of Lagrangian trajectories breaks down in the limit
of small diffusion. In particular, they showed that dissipative
anomaly was the sole consequence of the phenomenon of spon-
taneous stochasticity: the Lagrangian particles have nonunique
trajectories even when starting from the same initial condition
and fixed realisation of the velocity, and this was essentially a

consequence of the spatial roughness of the velocity. This work
was a breakthrough in the understanding on two seemingly dif-
ferent phenomena: spontaneous stochasticity and dissipative
anomaly. Some decades later, this equivalence was also estab-
lished in more general cases by the work of [31] as a Lagrangian
fluctuation-dissipation theorem. In simple words: spontaneous
stochasticity and anomalous diffusion are equivalent, at least
for passive scalars.

Of importance is to recall that either in the work of Richard-
son or later, the notion of spontaneous stochasticity must be
called in fact Lagrangian spontaneous stochasticity. ”La-
grangian” was later on becoming quite implicit and dropped.
The story of course does not end there. Even more fascinating
aspects emerged starting from the year 1969.

2.2. Eulerian spontaneous stochasticity

In the year 1969, E.N.Lorenz came with a surprising state-
ment that we quote: ”It is proposed that certain formally deter-
ministic fluid systems which possess many scales of motion are
observationally indistinguishable from indeterministic systems;
specifically, that two states of the system differing initially by a
small “observational error” will evolve into two states differing
as greatly as randomly chosen states of the system within a finite
time interval, which cannot be lengthened by reducing the am-
plitude of the initial error” [59]. Reading twice, this has exactly
the same flavor that Richardson particle pair separation, but it is
now the full (Navier-Stokes) Eulerian field which is involved!
The existence of such a finite-time predictability barrier is of
course deeply connected to 3-D turbulence itself, in particular
it requires the typical Kolmogorov k−5/3 spectrum. This work
has been barely noticed for decades, probably shadowed by the
famous 1963 paper [58] on unpredictability (sensitive depen-
dence to initial conditions) of low-order chaos. As explained in
[75, 71], in the 70s, people also believed at that time that the
atmospheric spectrum was essentially 2-D with a k−3 spectrum
and a predictability barrier more consistent with classical chaos.
Nowadays, the situation has changed dramatically: computers
routinely solve atmospheric scales much below 100km where a
clear k−5/3 spectrum emerges. The intuition of Lorenz becomes
highly relevant. A name has been given to this sensitivity in
3-D multiscale flows: Palmer [71] called it the real butterfly
effect1. We refer to it as Eulerian spontaneous stochasticity. In-
terestingly, the term Eulerian spontaneous stochasticity was not
coined until much later – first introduced by G. Eyink at the
APS 2016 conference and only formally discussed in [35].

When this phenomenon occurs, some Lyapunov exponents
– possibly finite-time ones – are expected to diverge as the
Reynolds number increases. This behaviour contrasts with clas-
sical chaos, where Lyapunov exponents may be positive but re-
main bounded.

For all these reasons, people started to take a closer look
at Lorenz’s idea. The first immediate systems were the 2-D
surface quasi-geostrophic equations which possesses some di-
rect k−5/3 cascade [75],[71] and more recently [82], as well as

1Which, incidentally, was originally a seagull.
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the Kelvin-Helmholtz instability in 2-D Navier-Stokes [81] and
Rayleigh-Taylor 3-D turbulence [10] (see also [26] for shell
models). Indeed, these results confirm the intuition of Lorenz
to various extents. A more detailed review of known results can
be found in [35].

Until now, we do not have clearly stated what this concept is.
In general, ideal fluids or wave dynamics are ill-posed. Typi-
cal examples are the inviscid Burgers equations and the incom-
pressible Euler equations. It is of common practice to regu-
larise such systems by adding other terms like (hyper) viscosity
and/or small noise terms, e.g. Navier-Stokes or viscous Burg-
ers equations. The main question is then: how such systems
behave in the limit of vanishing regularisation? This is com-
monly referred to as the inviscid limit. Whenever a system be-
comes random in the inviscid limit, we say it is spontaneously
stochastic. A difficult and important question is then to un-
derstand how the statistics, in the inviscid limit, depend on the
way the system has been regularised. One of the hope in the
case of Euler/Navier-Stokes is that for a wide class of regular-
isations, those statistics are independent of the set of regulari-
sations considered, therefore exhibiting a form of universality.
These questions have been tackled thoroughly by A.Mailybaev
and colleagues for the last 10 years using the concept of renor-
malisation group (RG) [61, 63, 66, 67, 64] (see also [35]). The
RG approach is the one akin to the dynamical system theory ap-
proach for the universality of the Feigenbaum period-doubling
cascade [37]. These studies mainly focus on simpler shell mod-
els of turbulence, like Sabra or dyadic systems which possess
many scales (of motion). Physicists and mathematicians widely
recognise these shell models for sharing many desirable proper-
ties with the Euler, Navier-Stokes, or Burgers equations such as
power laws, multiscaling [43, 62], making them much easier al-
ternatives given the considerable difficulty of directly tackling
the formidable 3-D incompressible Euler equations. The rea-
son to consider a RG approach is that ideal fluids have many
symmetries, associated with spatio-temporal self-similar (frac-
tal) structures. Therefore, it is possible to define a particular
self-consistent notion of (canonical) regularisations [64]. The
RG is then interpreted as a genuine dynamical system in the
space of flow maps, where the successive group iterates reflect
the level of regularisation of the inviscid system. The lesson is
that, provided there exists some RG attractor (it can be a fixed
point), one can infer some universal statistical properties of the
inviscid limit provided a given set of regularisations belong to
the basin of attraction. We would like to insist on another mis-
understanding that one must not look at a fixed regularisation,
say Navier-Stokes at fixed Reynolds number Re but rather at
the inviscid limit Re→ ∞. However, signatures of spontaneous
stochasticity are visible well before the limit is actually taken
as pointed out in [35].

In order to exhibit spontaneous stochasticity, the inviscid sys-
tem must necessarily be ill-posed. Well-posedness is existence,
unicity and continuous dependence on the initial conditions. In
this case, this is rather the nonuniqueness of the inviscid sys-
tem which is responsible for the ill-posedness and as a con-

sequence loss of continuity w.r.t. initial conditions 2. To fix
the idea, let us write an inviscid system, say Euler equations
as ẋ = f (x), x(0) = x0. For smooth initial data, it is possi-
ble to establish some (local) well-posedness until some time
T⋆ > 0. One of the most important open question in mathemat-
ical fluid mechanics is whether T⋆ < +∞ or not: does three-
dimensional incompressible Euler flow with smooth initial con-
ditions develop a singularity with infinite vorticity after a finite
time? [42]. When such thing happens, the solution blows up in
finite-time: nonuniqueness emerges as a pure manifestation of
the solution hitting a (non-Lipschitz) singularity in finite-time.
It turns out that this is precisely what is observed in simpler
models of Euler equations, e.g. in log-lattice Sabra [20] or for
Rayleigh-Taylor instability [60]. The deep connection between
spontaneous stochasticity and the presence of singularities in
the inviscid system has been rigorously investigated by [32] and
[34] in simpler finite-dimensional dynamical systems. This is
also the approach adopted in the first part of this work although
in a more general framework, see Section 5.

Assuming the solution reaches some singularity in finite-
time, its post blow-up life must face nonuniqueness: which
solutions of the inviscid system among the infinity of them is
chosen in the inviscid limit? This selection must a priori de-
pend on the way the system is regularised. This selection prin-
ciple is one of the fundamental questions underlying the con-
cept of spontaneous stochasticity. In this work, we convey the
idea that one must not look for a ”good/physical” regularisation
but rather ask for the universality and/or robustness of families
of regularisations. This is a difficult question, but again it is best
addressed using RG-like approaches.

2.3. The convex integration revolution

Until now, we have only described the physicist viewpoint.
What do mathematicians say about this subject? Strictly speak-
ing the notion of spontaneous stochasticity has not been ad-
dressed in those terms. Rather, there has been a strong focus
on the Millennium price regarding global well-posedness of the
3D incompressible Navier-Stokes. In particular, central is the
understanding of weak solutions not only for Navier-Stokes,
(non)uniqueness of Leray weak solutions [57], but for the Euler
weak solutions as well. For the last case, a great achievement
of the recent years is the mathematical proof of the Onsager
conjecture (see Onsager quote in Section 2.1).

The story begins with the Nash-Kuiper C1 isometric embed-
ding theorems for the torus [69, 53]. A detailed review can
be found in [27]. Roughly speaking, isometric embedding of
the torus involves taking a flat piece of paper and bending it
into the shape of a doughnut. However, anyone attempting this
would fight against Gauss’s Theorema Egregium, which states
that Gaussian curvature must be preserved unless the paper is
stretched. In simpler terms, this ”rigidity” makes it impossible
to transform a flat sheet into a sphere or a doughnut without
bending –something most people have experienced once.

2It is easy to find infinite-dimensional systems that satisfy existence and
uniqueness but are not well-posed.
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Crucially, such transformations typically require C2 regular-
ity. This led to an intriguing question posed to J. Nash: could it
still be possible to achieve this using only C1 transformations?
Surprisingly, the answer was a resounding yes. Striking images
can be found nowadays showing how the doughnut looks like
[12]: it involves successive embeddings yielding C1 fractals. It
was indeed the birth of convex integration.

What is the link with Euler equations? It took some time be-
fore people started to realise there was a strong analogy with
Onsager’s conjecture. This analogy is a suitable variant of the
h-principle – h for homotopy – found by Gromov [46], and
developed by DeLellis and Székelyhidi [27]. The Egregium
Gauss theorem is now played by the conservation of energy
for solutions having enough regularity above the critical 1/3
Hölder exponent. This rigid part (the analogy is the C2 fold-
ing of a piece of paper) is the easiest to prove [25]. Proving the
nonuniqueness of dissipative weak solutions in 3-D Euler equa-
tions turns out to be much more difficult: this is the flexible part
of the Onsager’s conjecture. It took almost a decade to climb
the ladder of weak dissipative solutions regularity from C0 up
to C1/3 by improving the convex integration schemes until the
conjecture was finally proven by Isett [49] and Buckmaster et
al. [17] for the admissible case.

Convex integration schemes have recently attained some
high level of sophistication (intermittent schemes) so that it is
now possible to handle weak solutions of the 3-D Navier-Stokes
as well in the groundbreaking work [15]. In particular, the vis-
cous Laplacian term is adding much difficulties for controlling
the various error estimates necessary for scheme convergence.
While the Armstrong-Vicol transport system [3] – on which our
work is based – also shares common ground with convex inte-
gration schemes, it innovates by employing sophisticated tech-
niques of fractal homogenisation.

Convex integration schemes can be interpreted as an inviscid
limit. Rather than looking at the inviscid limit Re → ∞

in Navier-Stokes where the Laplacian acts as a regularisa-
tion mechanism, one is considering a family (uk, pk, R̊k) of
smooth solutions of the so-called Euler-Reynolds equations:
∂tuk + uk · ∇uk + ∇pk = div R̊k, where R̊k is a symmetric
trace-free tensor. The regularisation mechanism is now
”homogenisation” conveyed by the Reynolds-stress term (in
fact, an effective averaging of the small scales is induced by
the integral operator div−1). By properly renormalising the
solutions, it is possible to construct a convergent sequence in
some Hölder space Cα, α < 1

3 :

(v0, p0, R̊0) (v1, p1, R̊1) · · · (vk, pk, R̊k) (vk+1, pk+1, R̊k+1) · · · (v, p, R̊)

R0 Rk

,

where div R̊ is zero weakly. The renormalisation operators Rk

take a complicate form, where both time and space are rescaled.
They also involve Nash decompositions and the use of inverse
flow maps, see e.g. [16]. Their expressions are typically of
the form (10) in Section 3.1. Obtaining convergence of the
Euler-Reynolds sequence (vk, pk, R̊k) in a Hölder space Cα is a
difficult task. The closer α is to 1/3 the harder it is to control
the various error terms.

The sequence of Euler-Reynolds equations above can be in-

terpreted as some controlled regularisations of the inviscid Eu-
ler equations. To this respect, both RG approach and convex
integration schemes share a common conceptual basis. The
approach in [65], focusing on the Sabra shell model instead
of a PDE, yields simpler renormalisation operators in the au-
tonomous form Rk = R ◦ · · · ◦ R︸       ︷︷       ︸

k times

. There are few drawbacks in

convex integration schemes however. First, they do not handle
the Cauchy initial value problem (see however [68]), second the
scale separation involved is always hypergeometric and seems
mandatory in order to control the many estimates.

2.4. Nonuniqueness and the inviscid limit of Navier-Stokes
As explained before, the necessary ingredient for having Eu-

lerian spontaneous stochasticity is to have nonunique solutions
of the initial value Cauchy problem in the inviscid system. It is
thus important to mention first very interesting tools and con-
cepts which have been developed by the mathematicians to han-
dle the lack of a known global uniqueness result for the 3-D
Navier-Stokes and/or to formalise the notion of ensemble aver-
age in turbulence. One is the notion of statistical solution intro-
duced by Foias and Vishik [39, 40, 83], see [41]. Other notions
of multivalued semigroups have been developed by Sell [77]
and in particular the notion of generalised semiflows by Ball
[7], see also [78, 21]. All these concepts have a strong Eule-
rian flavor since they consider a phase space, dynamical system
point of view.

More Lagrangian-oriented mathematical results have also
been obtained, starting from the important DiPerna-Lions the-
ory [28], and the extension by L.Ambrosio [2], as well as the in-
troduction of superposition solutions by [38]. They give deeper
insights on the well-posedness of (nonautonomous) ODEs and
their natural link with linear transport equations and conserva-
tion laws. It is discussed in Section 5.6.

With respect to the inviscid limit in Navier-Stokes, the work
of DiPerna and Majda [29] explicitly addresses the inviscid
limit w.r.t. to viscosity for the deterministic 3-D Navier-Stokes.
They introduce the notion of measure-valued solutions based
on Young measures. Their main theorem is a convergence re-
sult in a rather weak sense that any weak solution converges in
subsequence to a measure-valued solution. Unfortunately, this
result does not rule out the possibility that this measure-valued
solution collapses into a Dirac mass. Only strong numerical ev-
idence suggests that the emergence of oscillations and concen-
trations of the solution in the limit would disrupt any Dirac-like
measure, leading to a nontrivial one. The approach of [13] is
innovative in that it gives a probabilistic view of the selected
solutions in the inviscid 3-D Navier-Stokes limit. The key idea
is to exploit a variational formulation of the Euler equations,
as a least action principle over volume-preserving flow maps
in physical space. Unlike previous studies, the framework is
inherently Lagrangian and yields a natural notion of probabil-
ity measure in the space of Lagrangian flow maps – what is
referred to as generalised flows. These ideas have been investi-
gated thoroughly in [80].

Last, it is important to mention the work of S.Kuksin on the
2-D Navier-Stokes equations [54] forced by additive noise. The
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noise must scale like the square root of viscosity in order to ob-
tain physically meaningful solutions in the inviscid limit. Such
inviscid limit is called the Eulerian limit. The striking result
is the emergence of a selection mechanism toward a genuinely
random process Uω(·) solving the 2-D Euler equations path-
wise, with energy and enstrophy becoming random variables.
If uων is the random Navier-Stokes field, then a subsequential
limit is obtained of the form limν j→0 limT→∞ uων (T + ·) = Uω(·)
with the limits taken in that order. While this resembles spon-
taneous stochasticity, it is not quite the same. Fixing the initial
condition leads to deterministic dynamics. Only in the long-
time limit does the system lose its memory, and what is left is a
stochastic outcome shaped by the Casimir invariants revealing
a deep link to the statistical mechanics of the 2-D Euler flow
[74].

3. Anomalous diffusion in the Armstrong-Vicol passive
scalar

We introduce here the passive scalar model studied in [3, 4].
All the quantities are precisely defined in Appendix 10.1.

We consider the following Cauchy problem for the advection-
diffusion equation:

(Pκ) :


∂tθ

κ + b · ∇θκ = κ∆θκ in (0,∞) × T2

θκ(0, ·) = θ0 on T2
. (1)

The energy equality for a divergence-free vector field b writes
as

||θ0||
2
L2 − ||θ

κ(1, ·)||2L2 = 2κ||∇θκ||2L2((0,1)×T2). (2)

In particular, if the velocity field b has enough spatial regularity,
say in L1

t C0,1
x , then limκ→0 κ||∇θ

κ||2L2 = 0, implying that the en-
ergy is conserved. The main question is to understand the limit
κ → 0 of the passive scalar θκ when the velocity field lacks reg-
ularity, typically being only Hölder continuous. For the sake of
consistency, we explicitly recall the main Theorem 1.1 of [4]:

Theorem 1.1 1 (Anomalous dissipation of scalar variance). Let
d ≥ 2 and α ∈ (0, 1/3). There exists

b ∈ C0
t C0,α

x ([0, 1] × Td) ∩C0,α
t C0

x([0, 1] × Td) (3)

which satisfies ∇ · b(t, ·) = 0, ∀t ∈ (0,∞) such that, for ev-
ery mean-zero initial datum θ0 ∈ H1(Td), the family of unique
solutions {θκ}κ>0 ∈ C([0, 1]; L2(Td)) of (1) satisfy

lim sup
κ→0

κ||∇θκ||2L2((0,1)×Td) ≥ ϱ
2||θ0||

2
L2(Td), (4)

for some constant ϱ = ϱ(d, θ0) ∈ (0, 1] which depends only on d
and the ratio ||θ0||L2(Td)/||∇θ0||

2
L2(Td).

The loss of regularity in the velocity field b leads to a
breakdown of energy conservation in the limit – manifested
as an effective anomalous dissipation term (4) in the transport
equation. Although the proof is quite involved, it yields an
explicit and ’controlled’ construction of the transport PDE,

typical of convex integration approaches although it differs
in many aspects (see Subsection 2.3), making it especially
valuable. The strength of the derived estimates allows for
additional important results, discussed in Part II.

The main idea is to show that there exists a well-posed
advection-diffusion PDE close to (1) in a well-defined sense.
This effective system is defined in the following way:

∂tθm + bm · ∇θm = κm∆θm in (0,∞) × T2,

θm(0, ·) = θ0

, (5)

where m ∈ {m⋆, · · · ,M} and κm are renormalised diffusivities
satisfying

κm−1 = κm + c0
ϵ

2β
m

κm
, κM = κ ∈

⋃
m≥1

[
1
2
, 2

]
ϵ

2β
q+1

m , (6)

and
ϵ−1

m =
⌈
Λ

qm

q−1
⌉
, q =

β

4(β − 1)
, β = α + 1. (7)

System (5) can be seen as a regularised version of (1) and de-
scribes the effective behaviour of the passive scalar at scales
larger than ϵm. As explained in the previous section, the key
mechanism is that the scale ϵm can homogenise at scale ϵm−1
provided well-defined constraints are met. In order to achieve
this, a multiscale fractal vector field b must be defined in an
ad-hoc recursive way 3, namely bm =

∑m
k=0 vk, with b0 = 0

and where vk ∈ C∞ consists of many oscillatory components
at scale ϵk (see previous section). It is shown in [3] that
b := limm→∞ bm is well-defined and satisfies (3).

3.1. Homogenisation of a simple shear flow and constraints on
the scales

The way the velocity field b is constructed is very involved
and consists of space-time fractal structures with periodic shear
flows alternating in time. It is a multiscale flow with infinitely
many scales separated hyper-geometrically. Our aim is to ex-
plain in simple terms the homogenisation mechanism of the ve-
locity field constructed by [4]. For this, it is useful to adopt a
Lagrangian viewpoint and to express the dynamics of particles
transported by a given shear flow. In addition, it gives for free
the various scaling constraints for the velocity field in [4]. The
diffusion process with diffusivity κ yields the following SDE:

dXt = 2πamϵm cos
(

2π
ϵm

Yt

)
+
√

2κ dW1
t , dYt =

√
2κ dW2

t ,

(X0,Y0) = (0, 0). (8)

The amplitude am corresponds to the size of the velocity Lips-
chitz norm. In fact, in order for the velocity to be Hölder with
exponent α, one must take am = ϵ

α−1
m . The other quantities are

3this recursive construction is characteristic of all convex integration
schemes.
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the two independent Wiener processes W1,2
t , and ϵm is the typi-

cal length over which the shear flow varies. Some standard cal-
culations, further simplified by our choice of initial condition,
give

EX2
t = 2

(
κ +

1
2

a2
mϵ

4
m

κ

)
t +

(
amϵ

3
m

2πκ

)2 (
e−ωmt − 1

)
+

1
12

(
e−4ωmt − 1

))
, ωm := 4π2κ

ϵ2
m
,

EY2
t = 2κt.

(9)

By direct inspection, the particle displacement in the x direc-

tion yields an effective diffusivity κ∗ = κ +
a2

mϵ
4
m

2κ
(to be com-

pared with (6)). Let us call τm the typical time for homogeni-
sation to occur. It must be much larger than the relaxation time
ω−1

m . The first constraint is therefore τm ≫
ϵ2

m
κ

. Let us call
ϵm−1 the typical particle displacement during this homogenisa-

tion process: it is ϵ2
m−1 ∝

(
κ +

a2
mϵ

4
m

2κ

)
τm ≫

(
κ +

a2
mϵ

4
m

2κ

)
ω−1

m =

ϵ2
m

4π2+
1
2

(
amϵ

3
m

2πκ

)2
giving the second constraint: ϵm−1 ≫

amϵ
3
m

κ
. Those

constraints correspond exactly to the constraints used in [4].
This homogenisation process is illustrated in a simplified form
in Fig. 1.

Figure 1: A sketch of homogenisation at scale ϵm. The time ∆t is the time
needed to see the shear at scale ϵm, namely to have a displacement along y of
order ϵm giving ϵm ∼

√
2κ∆t. It gives the effective diffusivity along x: κm,x =

⟨L2
x⟩
∆t = κ + a2

mϵ
2
m∆t = κ + a2

mϵ
4
m

κ . Then one rotates the field after waiting some
time τm ≫ ∆t, that is waiting long enough for homogenisation to occur. Then
one proceeds again in the y direction.

In summary, the process (Xt,Yt) can be interpreted, at large
times, as an effective diffusive process with diffusivity (κ∗, κ).
From the expression of κ∗, it is evident that even in the limit of
vanishing diffusivity, the effective diffusivity κ∗ remains strictly
positive and can even diverge. However, this does not imply
that the passive scalar undergoes anomalous diffusion in the
sense of Theorem 1.1 in [4]. Indeed, the effective diffusive de-
scription is only valid on time scales much larger than τm and
length scales much larger than ϵm−1, preventing the observation
of finite effective diffusivity on time scales of order unity in the
vanishing κ limit.

A last remark is that, in order for the homogenisation
process to cascade to larger scales, much care is required.

Take for instance a naive zonal superposition of shear flows:

bM =

M∑
m=0

amϵm cos
(

2π
ϵm

y
) (

1
0

)
. Using the previous calcula-

tion, one can show that the mean particle displacement is

EX2
t = 2K t +

M∑
m=0

M∑
n=0

amϵ
3
m

2πκ
anϵ

3
n

2πκ

 2 +
(
ϵm
ϵn

)2
+

(
ϵn
ϵm

)2

4
(
1 +

(
ϵm
ϵn

)2
+

(
ϵn
ϵm

)2
) − 17

12
δn,m


+ot→∞

(
e−at

)
with K = κ +

1
2κ

M∑
k=0

a2
mϵ

4
m and a > 0 depends on the choice of

sequence (ϵn)0≤n≤M .
This computation demonstrates that superimposing shear

flows at different length scales increases the effective diffusivity
K beyond that of a single shear flow obtained earlier. However,
for the same reasons as before, this superposition alone does
not lead to anomalous diffusion. Furthermore, the expression
for K reveals that the problem at scale m is not simply ho-
mogenised into the problem at scale m−1; instead, all scales are
homogenised simultaneously. As such, this straightforward su-
perposition of shear flows does not enable anomalous diffusion.
To address this issue, the authors of [4] introduced a crucial
modification: they added the shear flow at scale m in the refer-
ence frame of the one at scale m−1. This adjustment allows for
anomalous diffusion, as demonstrated in [4].

Additionally, in the framework discussed earlier, the effec-
tive diffusive regime is achieved only in the x-direction. To
extend this homogenisation to the y-direction, one must intro-
duce an advection field that alternates in time. The time period
of alternation between x- and y-directed shear flows must be
sufficiently large to ensure that the effective diffusive regime is
fully realised as depicted in Fig. .1.

3.2. Renormalisation group description

Let us call σm = (ϵm, am, τm, τ
′
m, τ

′′
m). The con-

struction in [3] requires three different timescales
τm ≪ τ′m ≪ τ′′m ≪ a−1

m−1 ≪ τm−1. One can consider
three levels of descriptions for the velocity field b. The
simplest one is to consider only τm, namely the timescale
on which the flow alternates (see previous discussion). The
second level of description is to introduce a second timescale
τ′′m which is another homogenisation timescale due to the
change of the Lagrangian reference frame. The last level of
description introduce another intermediate timescale τ′m for
regularising the time cutoffs. It is needed to actually prove the
results in [3] but is more technical in nature. We thus provide
a renormalisation group description involving τm and τ′′m only.
One can in principle write some more general formula at the
expense of much heavier notations.

We introduce a two-timescale function related to the two
timescales τm, τ

′′
m:

χ(t1, t2) =
(
1[k,k+1)(t1)1[l,l+1)(t2)

)
(k,l)∈Z2
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as well as the vector field to be rescaled:

W0(x) = (wk(x))k∈Z,

with wk(x) =
(

0
sin 2πx1

)
1k∈2Z +

(
sin 2πx2

0

)
1k∈2Z+1

It consists of simple alternating shear flows, more complicated
choices are possible. Lastly, we write the Lagrangian flow map
s 7→ Xv(s; x, t):

dXv

ds
= v(s,Xv), Xv(t; x, t) = x.

We use the compact vector notation X−1
v (t; x, s) =(

X−1
v (t; x, sl)

)
l∈Z

for some vector s = (sl)l∈Z and n = (n)n∈Z
One can thus express the renormalisation map where
σ = (ϵ, a, τ, τ′′):

Rσ[v] : v 7→ v + aϵχ
( t
τ
,

t
τ′′

)
·W0

(
1
ϵ

X−1
v (t; x, τ′′n)

)
. (10)

The vector field bm at scales above ϵm using b0 = 0 is therefore

bm = (Rm ◦ Rm−1 ◦ · · · ◦ R1) [0]. (11)

One can also express the passive scalar θm through the standard
Feynman-Kac/backward Lagrangian averaging:

θκm = Fκ[bm]θ0, (12)

where (Fκ[v]θ0)(t, x) = E [θ0(Yκ[v](0|t, x))] with Ys ≡

Yκ[v](s|t, x) satisfying the SDE

dYs = v(t,Ys)ds +
√

2κdWs, Yt = x.

The main focus is therefore to investigate the double limit

lim
κ→0,M→∞

Fκ[RM ◦ · · · ◦ R1[0]]θ0.

The index M → ∞ is a measure of the system regularisation
(e.g., similar to a Galerkin truncation), and κ → 0 is the singular
limit. This is a double limit. However, it is possible to show
(see [3, 4]) that it is equivalent to consider a single limit κ → 0,
where now M = M(κ) depends on κ. The parameter M typically
must scale like some log log function of κ (see Eq. (6)).

4. Anomalous diffusion: from theory to numerics

We present here the main numerical result on the anomalous
diffusion. We recall from [31] that it is equivalent to have La-
grangian spontaneous stochasticity. To be more precise, one
considers the backward Itô SDE associated with the passive
scalar transport equation:

dXκ
s = b(Xκ

s, s)ds +
√

2κdWs,Xκ
t = x, s ≤ t. (13)

Here Xκ
s := Xκ(s; x, t), s ≤ t corresponds to the particle po-

sition Xκ
s at a previous time s ≤ t such that it goes through

position x at time t. Let us denote Θκs := θ(Xκ
s, s) where θ satis-

fies the transport equation (1). It satisfies a martingale property:

θκ(x, t) = Θκt = E[Θκs] = E[Θκ0] = E[θ0(Xκ
0)]. It turns out that

the fluctuations obey

Θκt − Θ
κ
0 =
√

2κ
∫ t

0
dWs · ∇Θ

κ
s.

It gives after squaring:

Var
[
θ0(Xκ

0)
]
= 2κ

∫ t

0
E

[
|∇Θκs|

2
]
.

The fluctuation theorem of [31] is the integrated version
⟨·⟩ =

∫
T2 dx over the physical domain (where one uses the

divergence-free property of the velocity field):

1
2
⟨Var

[
θ0(Xκ

0)
]
⟩ = κ

∫ t

0
⟨|∇θκ|2⟩ ds = κ||∇θκ||2L2((0,t)×T2 . (14)

Breaking of the Lagrangian flow map determinism, i.e. La-
grangian spontaneous stochasticity is therefore perfectly equiv-
alent to having anomalous diffusion!

4.1. Numerical implementation of the Armstrong-Vicol model
Numerically simulating the passive scalar presents signifi-

cant challenges, primarily due to extreme scale separation in
the velocity field bm = ∇ × ϕm. A key bottleneck arises from
the hypergeometric nature of the problem. For instance, with
the parameters used in the proof of anomalous diffusion in [4],
where Λ ≥ 27, numerical simulations become infeasible. Re-
laxing the condition on Λ enables computation but still restricts
the number of accurately represented scales to at most 3–4 with
our choices of parameters detailed in Appendix 10.2.

Another major difficulty arises from the nonlocal temporal
dependencies in both the past and future, preventing a straight-
forward forward-in-time propagation as in traditional Cauchy
initial value problems. Instead, the causality structure necessi-
tates the use of a memory-based strategy to account for these
dependencies. The numerical implementation and parameter
choices are given in Appendix. 10.2. In Fig. 2, we present typ-
ical snapshots of the multiscale vector field and passive scalar
field obtained numerically.

Interestingly, all convex integration schemes encounter sim-
ilar numerical implementation challenges but are subject to ad-
ditional constraints (e.g. Nash decompositions). We provide
an algorithmic outline of our approach, with full self-contained
details in Appendix 10.2.

4.2. Lagrangian spontaneous stochasticity: Numerical results
We aim to illustrate the connection between the anomalous

diffusion of the passive scalar and Lagrangian spontaneous
stochasticity, as discussed in the previous section and studied
in detail in [31]. The numerical methods used to compute the
Armstrong-Vicol vector field, integrate the passive scalar equa-
tion (1), and solve the backward Lagrangian dynamics (13) are
described in Appendix 10.2. This appendix also provides de-
tails on the simulation parameters, relevant notations, and a
pseudo-code Algorithm 1 designed to facilitate the reproduc-
tion of our results and support further investigations.
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Figure 2: Left: Norm of the vector field at a given time and zoom on a given region to highlight the multiscale nature of the flow. Parameters used in the simulations
are given in Appendix 10.2. Right: Solution of the passive scalar equation with advection bM and initial condition a smooth random gaussian field detailed in
Appendix 10.2.

Figure 3: Schematic representation of the non-local in time dependence of
streamfunction ϕm with respect to ϕp, p < m. In this example, one wish to
compute the value of ϕ4(t, x) at a given time. At each sub levels m, the light
blue line represent the interval of time on which one need to know ϕm<4 in order
to compute ϕ4(t). It is clear from this picture that the value of ϕ4(t) depends on
both posterior and ulterior values of ϕm<4, making its computation difficult.

In Fig. 4, the left panel displays the diffusion rate κ∥∇θκ∥2L2(T2)
as a function of time for different values of κ. Since the initial
condition of the passive scalar equation is independent of the
diffusivity, the initial diffusion rate is proportional to κ. How-
ever, after a transient regime of order τ′′M , the dissipation rate
reaches a finite value that is independent of diffusivity, namely
anomalous diffusion.

On the right panel of Fig. 4, we present the behaviour of the
variance of backward Lagrangian trajectories passing through
(0, 0) at time t f :

σ2
κ(s) := E(1,2)

[ ∣∣∣Xκ,(1)
s − Xκ,(2)

s

∣∣∣2∣∣∣∣ Xκ,(1,2)
t f

= 0
]
, 0 ≤ s ≤ t f

as a function of ŝ/τM := (t f − s)/τM for different values of κ,
where t f = 0.5 is the final time of the simulation. For small
values of ŝ/τM , the variance follows a purely diffusive scaling,
σ2
κ = 8κ ŝ, and is therefore strongly dependent on κ. However,

after a few small-scale turnover times τM , σ2
κ enters into a su-

perdiffusive regime, corresponding to the Richardson regime.
As noted in [4] (though not proven there), the expected Richard-
son regime depends on the regularity of the advecting vector
field. Specifically, it is expected that σ2

κ ∝ ŝ1+ 1+α+γ
1−α , where

γ = (1+α)(1−3α)
5α+1 . The exponent of this power law equals 3 when

α = 1/3, which corresponds to the classical Richardson regime
of three dimensional turbulence. The solid black line in the
right panel of Fig. 4 represents this superdiffusive scaling (up to
an arbitrary multiplicative constant) and show good agreement
with our numerical simulations. Most importantly, during this
superdiffusive regime, the variance of Lagrangian trajectories
σ2
κ becomes independent of κ. This means that the Lagrangian

trajectories are indeed spontaneously stochastic. This superdif-
fusive regime last until ŝ/τM ≃ 102, which is also the duration
of the transient regime for the dissipation rate on the right panel
of Fig. 4. For large values of ŝ/τM ≥ 102 ≃ 2τ1/τM , σ2

κ once
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Figure 4: (Left) Diffusion rate of the passive scalar field over time for different values of κ. Since the initial condition is independent of κ, the initial dissipation rate
is proportional to κ. However, after a transient regime of order 102τM ≃ 2τ1, the dissipation rate becomes independent of diffusivity and remains strictly positive, it
is anomalous diffusion. (Right) Variance of the backward Lagrangian dynamics (13) as a function of ŝ = t f − s for different values of κ. Each colored line represents
the variance of Xκ

s as a function of ŝ/τM . The black dotted lines correspond to the expected diffusive scaling 8κ ŝ for small ŝ, while the solid black line represents

the Richardson super-diffusive regime σ2
κ ∝ ŝ1+ 1+α+γ

1−α predicted in [4]. Finally, the dotted black line in the uppermost part of the figure is a linear scaling σ2
κ ∝ ŝ

corresponding to an effective diffusive regime at large times.

again exhibits diffusive behaviour. Indeed in Fig. 4, for large
ŝ, σκκ is growing linearly in ŝ. The black dotted line in Fig. 4
corresponds to an effective diffusivity on the order of 8 × 10−3

and appears to be independent of κ within the range shown. As
seen in the figure, the effective diffusivity remains finite in the
vanishing diffusivity limit, which is consistent with a finite dif-
fusion rate as κ → 0. Exploring this effectively diffusive regime
is crucial for comparing it to the renormalised diffusivity se-
quence of [4]. Unfortunately, due to limited spatial resolution,
reliably estimating an effective diffusivity is highly challeng-
ing. At this stage, we cannot provide a convincing numerical
measurement of these diffusivities.

In summary, our numerical results for the Armstrong-
Vicol model are in agreement with the prediction made
in [4] regarding the anomalous diffusion of the passive
scalar. Additionally, by investigating the Lagrangian
counterpart of the passive scalar, we have provided fur-
ther insight into the spontaneous stochasticity of the
Lagrangian tracers. We also provide an external link to
various movies, including the advection of Wandrille’s
cat in action: https://www.youtube.com/playlist?

list=PLH-V8wbBnQjbTkHdJVxenflTYnN5gDC7B&jct=

pcAkkDgSTfYZur1uhx9sCw.
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Part II

5. Spontaneous Stochasticity (SpSt)

This section aims to provide a more theoretical discussion on
the notion of spontaneous stochasticity with a principal focus
on the phase space description that people often referred to as
Eulerian in the context of PDEs.

5.1. Definitions
This section introduces a general mathematical definition of

spontaneous stochasticity, applicable to both finite-dimensional
(ODEs) and infinite-dimensional dynamical systems. Given
our focus on a phase-space dynamical framework, in the con-
text of PDEs, it must be interpreted as a truly Eulerian notion,
in contrast to the Lagrangian interpretation of spontaneous
stochasticity. In finite-dimensional systems, such a distinction,
becomes irrelevant, allowing us to simply refer to ”spontaneous
stochasticity”. Throughout the remainder of this work, we will
primarily use the acronym SpSt.

Consider some family of regularised systems called (Pκ), κ >
0, expressed in the following abstract autonomous form:

(Pκ) : ẋ = f (x, κ), x(0) = x0 ∈ H, (15)

where H = Rd is a finite-dimensional Hilbert space with ⟨x, y⟩
its scalar product and the corresponding norm ||x||2 = ⟨x, x⟩ and
we assume (x, κ) 7→ f (x, κ) at least continuous. In the follow-
ing, we will often use the flow map notation:

Φt[ f (·, κ)]x0 solution of (Pκ) at time t with initial condition x0.

Time t is always assumed to be such that Peano existence the-
orem holds for all times in [0, t]. The ”ideal/inviscid” system
is denoted (P0) and corresponds to κ = 0 associated with some
vector field f0(·) and f (·, κ) is a regularisation of size κ, to fix
the ideas, we make the following hypothesis

∀κ > 0 (Pκ) is well-posed and lim
κ→0
|| f (·, κ)− f0(·)||∞ = 0. (H0)

Here || · ||∞ is the sup norm in x. We do not make any assump-
tions about the well-posedness of (P0) for κ = 0 nor about f0,
except that it must be continuous to ensure existence until time
t. Let O : H → R denotes some observable, which is assumed
continuous. For some fixed t and initial condition x0, we now
introduce the regularisation function:

A : R+ → R : κ 7→ O(Φt[ f (·, κ)]x0). (16)

Consequently from Hypothesis (H0), A is well-defined for
κ > 0. In principle, one should write At,x0,O. In order to avoid
heavy notations we prefer to keep the light notation A. The
regularisation function A not only reflects how system (15) is
observed through O, but most importantly describe how the in-
viscid system (P0) is regularised by the given family ( f (·, κ))κ>0.
The operator Ut defined by (UtO)(x) = O(Φt[ f (·, κ)]x) is known
as the Koopman operator and is widely used in ergodic theory
[55]. However, we will not use this formalism, as our primary
interest lies in the dependence on κ.

Definition 1 (Spontaneous Stochasticity). We assume that hy-
pothesis (H0) holds. The system (Pκ) is said to exhibit sponta-
neous stochasticity if there exists an observable O : H → R
which is continuous, an initial condition x0, and some time
t < +∞ such that the function (16) satisfies

−∞ < lim inf
κ→0

A(κ) < lim sup
κ→0

A(κ) < +∞. (SpSt)

This definition of spontaneous stochasticity depends solely
on the κ → 0 asymptotic behaviour of the regularisation func-
tion A. By an abuse of language, we will frequently say that
’this system is SpSt.’ This always implies that there exists a
triplet (t, x0,O) such that the family of regularisations (Pκ) sat-
isfies Definition 1 or that the regularisation functionA satisfies
(SpSt). The meaning will always be clear from the context.
We will also often writeA± for the two limsup/liminf (see also
notations (61) later on).

Despite the simplicity of the formulation, several non-trivial
consequences can be derived.

• Definition 1 is equivalent to have finite-time separation of
selected trajectories in phase space. It is also the same that
having a lack of selection principle in the inviscid limit.
This is discussed in Subsection 5.2

• We investigate how measures behave in the inviscid limit
using ergodic dynamical system theory. Our approach,
though conceptually similar to RG methods, is far more
straightforward. Instead of depending on an observable,
we extend the regularisation function A to d-dimensional
curves in phase space. We then reformulate the inviscid
limit in terms of weak convergence of pushforward prob-
ability measures. This perspective not only reveals when
and how universality emerges but also confirms that Def-
inition 1 is indeed nonempty! A full discussion can be
found in Subsection 5.3.

• We also derive a necessary condition on (Pκ) for having
SpSt. This allows us to discriminate regions in phase
space where one can expect nonuniqueness in the invis-
cid limit. This is discussed in Subsection 5.5 together with
simple albeit nontrivial examples.

5.2. Finite-time separation for arbitrarily close solutions and
lack of selection principle

We discuss here how in Definition 1, (SpSt) relates to two
well-known concepts in the inviscid limit κ → 0: the finite-time
separation of trajectories (B) and the lack of selection principle
(C).

Property 1. (Equivalence) Under hypothesis (H0), i.e., well-
posedness of (Pκ)κ>0 and the existence of a triplet (t, x0,O)
where O is continuous, one has

(SpSt)⇐⇒ (B)⇐⇒ (C).

Proof: see Appendix 11.1
The inviscid limit for (Pκ) thus selects at least two distinct
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limsup/liminf trajectories starting from the same x0 among in-
finitely many trajectories in the inviscid system, which differ at
time t. Due to that, one has automatically unbounded finite-time
Lyapunov exponents, meaning that the quantity (17) diverges in
the inviscid limit:

lim
κ→0

∣∣∣∣∣∣⟨∇O(Φt[ f (·, κ)]x0),

T exp
(∫ t

0

∂ f (·, κ)
∂x

(Φs[ f (·, κ)]x0) ds
)

v⟩

∣∣∣∣∣∣ = +∞, (17)

where T is the time-ordering operator. We give a simple sketch
of this scenario in Fig. 5.

Figure 5: A sketch view of trajectory splitting in the singular limit κ → 0. One
can construct a multi-valued flow which gather all possible flows associated
with convergent κ subsequences (at least two exist). These flows come from the
well-posed regularised systems (15) in the limit κ → 0. Here, there is a par-
ticular (finite) time t⋆ for which the system meets a non-Lipschitz singularity
x⋆. For t > t⋆, one has −∞ < A− < A+ < +∞ for the observable O at time t
shown by a thin blue line.

5.3. A measure-theoretic description: selected measures and
universality

Definition 1 introduces the concept of the regularisation
function κ 7→ A(κ). A natural question is to understand how
the values of A(0) are distributed: given A, can we define a
well-posed probability measure associated with A(0)? How-
ever, this question remains incomplete without specifying an
ambient measure. We introduce the normalised Lebesgue mea-
sures:

λκ(B) =
1
κ

Leb([0, κ] ∩ B), for all Borel sets B ⊂ R. (18)

To define a probability measure, we push forward λκ by the
mapping κ 7→ A(κ) and study the limit as κ → 0. We denote
these measures by µκ in the following discussion. The new fam-
ily of probability measures {µκ} satisfies, for all test functions
F ∈ Cb(R):

µκ = A⋆λκ : ⟨µκ, F⟩ =
∫
R

F(s)dµκ(s) =
1
κ

∫ κ

0
F(A(s)) ds.

(19)

This family of measures is tight, ensured by the boundedness
of A from Definition 1. Consequently, as κ → 0, Prokhorov’s
Theorem guarantees convergence at least along subsequences.
However, uniqueness is not necessarily assured; in other words,
the weak limit may not exist in general, except along sub-
sequences. Given this, one may ask: What happens if one
uses a different ambient measure rather than the (normalised)
Lebesgue one λκ (18)? Can uniqueness be recovered?

Consider a simple example where the regularisation function
exhibits rapid oscillations as κ → 0, take for instance A(x) =
ℜ(ei 1

x ). In this case, Definition 1 trivially holds withA± = ±1.
Let us compute the weak limit µκ defined w.r.t. to the ambient
measures (xα)⋆λκ, α > 0. Applying the dominated convergence
theorem and the Riemann-Lebesgue lemma, one obtains

⟨A⋆(xα)⋆λκ, F⟩ = lim
κ→0

1
κ

∫ κ

0
F(eix−α ) dx =

lim
T→∞

1
α

∫ ∞

1
F(eiTθ)θ−

1
α−1dθ =

1
2π

∫ 2π

0
F(eiθ)dθ, T = κ−α.

Thus the weak limit is the uniform Haar measure on S1 (its
real part yields the arcsin law). Notably, this limit is inde-
pendent of α, suggesting that the resulting probability mea-
sure may be largely insensitive to the choice of the ambi-
ent measure, or alternatively to the specific form of A (since
(A ◦ h)⋆λκ = A⋆(h⋆λκ)), even asymptotically. It appears that
this phenomenon of statistical robustness is far more general
than this particular case and is explained in Subsection 5.3.3.

Now consider a case with log-periodic behaviour, such as
A(x) = ei log x. A similar calculation yields using F(z) =∑

k≥0 Fkzk:

1
κ

∫ κ

0
F(ei log x) dx =

∑
k∈Z

Fk

1 + ik
e−iTk,

Fk =
1

2π

∫ 2π

0
F(eiθ)e−ikθdθ,T = − log κ. (20)

Apart from the constant term F0 = F(0), the other terms
introduce fast oscillations and the limit T → ∞ is undefined. If
one pushes forward the measure

(
e−

1
x

)
⋆
λκ instead of λκ then

one recovers the power-law situation above with the weak limit
being the Haar measure. What does it means? If one observes
oscillations at a rate that is too fast relative to their frequency,
a sort of ”stroboscopic effect” occurs, resulting in some partial
information along a given subsequence. The whole statistic is
somehow dispatched among the various subsequences. It is
indeed the situation for the renormalised diffusivity sequence
associated with the Armstrong-Vicol passive scalar: due to the
hypergeometric separation, the usual κ scaling is not the correct
one, one numerically observes that the renormalised sequence
has the expected log | log κ| scaling; see Section 8, Fig. 12.

These issues should not come as a surprise: ”bad sam-
pling gives bad statistics”. Bad sampling is mathematically
translated as a bad choice of an ambient measure when pushed
forward by the regularisation function. These observations
lead us to question whether modifying how we sample the reg-
ularisation function always guarantees the existence of a weak
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limit. A closely related question is whether a stronger notion
of SpSt should be adopted to ensure a Measure Selection
Principle, meaning the probability measure supported by A(0)
is a weak limit. Answering these questions appears highly
challenging and possibly out of reach. However, we introduce
a powerful formalism that not only addresses them but also
establishes a link with recent RG approaches for probability
kernels [67, 66].

In particular, we will show that when SpSt holds in the
sense of Definition 1, a Measure Selection Principle applies to a
nearby regularisation, potentially a rescaled version of the orig-
inal. The upcoming discussion is quite abstract and heavily in-
fluenced by the Bebutov flow and ergodic theory concepts. We
consider the following result the most significant contribution
of this paper, independently of the other parts addressing the
Armstrong-Vicol model.

5.3.1. Generalised formulation
The aim here is to reformulate Definition 1 by working di-

rectly at the level of the flow in the space H = Rd rather than
looking at it through an observable O. We still retain the finite-
dimensional hypothesis.

Definition 2 (Regularisation space and Bebutov flow). Let
Cb = Cb(R+;Rd) be the space of bounded continuous func-
tions. Let (t, x0), x0 ∈ H = Rd be fixed with t < ∞. The space
of all regularisations of the inviscid problem (P0) with singular
behaviour at κ = 0 mapped to infinity is:

Reg := {γ ∈ Cb | ∃ f satisfying (H0) such that

γ(τ) = Φt[ f (·,
1
τ

)]x0, τ ≥ 0
}
. (21)

We equip Reg with the compact-open topology, i.e. the uniform
convergence on compact sets. We define the so-called Bebutov
flow on the space Reg as:

Sτ : Reg → Reg, γ 7→ Sτγ, (Sτγ)(t) = γ(t + τ). (22)

and the associated projection:

Ψ : Reg → Rd : Ψ(γ) = γ(0). (23)

In particular, one has Ψ(Sτγ) = (Sτγ)(0) = γ(τ).

Note that γ in Eq. (21) is extended by continuity to be defined
for τ = 0, namely f (·,∞) is implicitly assumed to be a well-
defined (not interesting) limit. The following does not depend
on this convention since one is looking at the (interesting)
singular limit τ → ∞. Moreover, the mapping itself κ → 0 to
τ→ ∞ is arbitrary, we just fix one.
Remark: The Bebutov flow is a classical construction that
represents any continuous function as the realisation of a
dynamical system in an infinite-dimensional (topological)
phase space (see Theorem 7.2.1 in [55]). It is often said that
γ is the trace of the (Bebutov) dynamical system. We call this
interpretation canonical because it always holds no matter γ.
Note that the infinite-dimensional dynamical system Sτ and

the mapping Ψ are well-defined and in particular continuous
in the compact-open topology. However, Sτ has an unusual
feature as phase space and dynamical time τ are intrinsically
linked. A strikingly similar situation arises in self-similar
blowups in shell models [30, 19], contrasting with the classical
PDE framework, where functional space and dynamical time
of the propagators remain uncoupled in general. There are
multiple ways to introduce a (semi)group structure including
the interesting possibility to define a skew-product flow.
Another well-known approach is to build a discrete semigroup
based on the symmetries of the inviscid system: this is the
renormalisation group (RG).

To emphasise the connection with the previous sections, we
denote A = (A1, · · · ,Ad) with A(κ) = γ(1/κ), γ ∈ Reg. As-
sume that one wants to know the probability that A(0) is in a
particular region of Rd, i.e. Pr(A(x) ∈ B|x ∈ [0, κ]), where B is
a Borel set of Rd. It is, as before, described by the pushforward
of the normalised Lebesgue measure λκ, namely the resulting
probability measure is µκ = A⋆λκ:

⟨µκ, F⟩ =
1
κ

∫ κ

0
F(A(x))dx = T

∫ ∞

T
F(γ(τ))

dτ
τ2 ,

T :=
1
κ
, for all F ∈ Cb(Rd;R).

A frequently asked question is: what observables O in Defini-
tion 1 are eligible for detecting SpSt? This is answered by the
following simple result:

Property 2. Let S 0 = {Φt[ f0(·)]x0}, and (O, t, x0) satisfying
(SpSt) then O|S 0 , cst and O(S 0) is a closed interval.

Proof: see Appendix 11.2.

5.3.2. All probability measures are attainable by spontaneous
stochasticity

Despite the rather abstract concepts and results which follow,
this section is driven by pragmatism: we want to know which
statistics can be attained by spontaneous stochasticity. The fol-
lowing is a measure-theoretic approach, namely instead of fo-
cusing on the dynamics of the Bebutov flow, we will investigate
the statistical properties of the flow. We first define the proba-
bility measure space with support the available values at time t
of the inviscid system (P0):

M0 = P(S 0), S 0 = {Φt[ f0(.)]x0}. (24)

whereS0 is compact (and also connected by Kneser’s theorem).
Before proceeding, we need some useful Lemma:

Lemma 1. Assume that limT→∞
1
T

∫ T
1 F(γ(τ))dτ = F̄, for all

F ∈ Cb(Rd;R), then

lim
T→∞

∫ ∞

1
F(γ(τT ))

dτ
τ2 = F̄. (25)
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Proof: it is given in Appendix 11.3.

We finally define the family of probability measures:

⟨µT , F⟩ =
∫ ∞

1
F ◦ Ψ(SτTγ)

dτ
τ2 , ∀F ∈ Cb(Rd;R). (26)

It is tight due to the boundedness of γ. By applying Lemma
1, tightness together with Prokhorov’s Theorem, we can define
the probability measure space M(γ) ⊂ P(Rd), equipped with
the weak topology:

M(γ) =
{
µ | ∃Tn → ∞, ⟨µ, F⟩ = lim

Tn→∞
⟨µTn , F ⟩

= lim
Tn→∞

1
Tn

∫ Tn

0
F ◦ Ψ(Sτγ)dτ

}
. (27)

Here the equalities are understood to hold for all F ∈

Cb(Rn;R). Sometimes, we will use the equivalent writing
µ = limTn→∞

1
Tn

∫ Tn

0 δγ(s)ds (limit understood in the weak topol-
ogy). We can state the interesting result on the structure of
M(γ):

Property 3. The probability measure space M(γ) ⊂ M0 is
compact and is such that either one of the two possibilities oc-
curs:

• M(γ) reduces to a singleton containing a measure µ and
γ is necessarily generic w.r.t. µ. In such a case, if µ is
non-Dirac then (Pκ) is SpSt and the system selects µ in
the inviscid limit κ → 0.

• M(γ) contains a non-empty (possibly a continuum) set of
measures where γ is such that it is non-generic for all mea-
sures inM(γ). Convexity is not guaranteed.

Proof: see Appendix 11.4.
In the case M(γ) does not reduce to a singleton, we will say
that

γ is non-renormalisable.

We will give two nontrivial examples of non-renormalisable γ,
giving either a convex or nonconvex setM(γ) not reducing to
a singleton. They correspond to typical regularisations which
oscillate too slowly w.r.t. the ambient Lebesgue measure:

• γ(s) = ei log s. One obtain the set of measures M(γ) =
{µa}a∈[0,2π] with ⟨µa, F⟩ =

∫ 1
0 F(eiasi)ds. This set is non-

convex (see details in Appendix 11.4).

• γ(s) = tanh(s sin log s). One obtainsM(γ) = {µa}a∈[σ,1−σ]
with σ = 1

1+eπ and µa = aδ+1 + (1 − a)δ−1. This set is
convex (see details in Appendix 11.5 ).

We now collect all the probability measure spacesM(γ) into
one big set

M =
⋃
γ∈Reg

M(γ), (28)

still equipped with the weak topology. In the following, we
show thatM is in fact equal toM0 and as a consequence com-
pact and convex. It means that all probability measures on the
compact set S 0, can be attained by ad-hoc regularisations. We
first show that for all x ∈ S0 there is a regularisation γx ∈ Reg
such that M(γx) = {δx}. In other words, for this γx there is a
classical selection principle to a given solution of (P0), i.e. no
spontaneous stochasticity. The next step is to build regularisa-
tions that attain any convex combinations of these Dirac mea-
sures. These measures are the extreme points, or ”pure states”
of M0. Since the closed convex hull of {δx}x∈S 0 is precisely
M0, then one concludes that M0 = M. This is the following
theorem:

Theorem 1. Let M0 = P(S 0), see Eq. (24), and denote E =
{δx}x∈S 0 , one hasM0 = co(E) 4 and

M =M0. (29)

As a consequence M is both compact and the closed convex
hull of its extreme points E.

Proof: see Appendix 11.6.

An interesting corollary is that one can construct an al-
most explicit regularised problem, (Pκ), which contains all
statistical behaviours and for which a probability measure
cannot be defined in the inviscid limit κ → 0.

Corollary 1. There exists a non-renormalisable regularisation
γun such that

M(γun) =M0.

Proof: see Appendix 11.7.

5.3.3. The Bebutov attack: from RG to universality classes
Let us summarise our work. We defined a space, Reg, con-

sisting of continuous bounded curves γ : R → Rd, whose
asymptotics describe how regularisations behave as they ap-
proach the inviscid system. On this space, equipped with the
compact-open topology, we introduced a well-defined infinite-
dimensional dynamical system known as the Bebutov flow,
which shifts these curves while taking a given regularisation as
the initial condition. One can then analyse the Bebutov flow’s
dynamics in terms of invariant sets, attractors, and basins of at-
traction. For instance, a fixed attracting point corresponds to a
selection principle for all regularisations within its basin toward
a specific solution of the inviscid system. Spontaneous stochas-
ticity, on the other hand, corresponds to more complex invariant
sets. The connection with RG approaches thus becomes much
clearer. However, in our finite-dimensional setting, everything
can be rigorously defined.

Rather than studying the Bebutov dynamics directly, we fo-
cused on its statistical properties and the measures supported on

4co(A) =

 k∑
i=1

θiai |k ∈ N, θi ≥ 0,
k∑

i=1

θi = 1, ai ∈ A
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the invariant sets. A measure selection principle arises when-
ever a probability distribution can be defined in the inviscid
limit. We encoded these statistical properties in a broader space
of probability measures, M =

⋃
γ∈Reg

M(γ), where weak sub-
sequential limits exist, see Eq. (27). Remarkably, this space
coincides with the space of all probability measures associated
with the inviscid system,M0 := P(S 0), S 0 = {Φt[ f0(·)]x0}. The
key consequence is that one can construct a regularisation to
target any probability measure in P(S 0). As far as we know,
this correspondence has not been established before.

It is then possible to define universality classes for free. Con-
sider a given measure µ ∈ M0, we define its generic set as

Bµ :=
{
γ ∈ Reg| lim

T→∞

1
T

∫ T

0
F(Ψ(Sτγ))dτ = ⟨µ, F⟩

}
, (30)

for all F ∈ Cb(Rd;R). From the previous results, the filtered
partition applies:

Reg \ {γ non-renormalisable} =
⊔
µ∈M0

Bµ, (31)

where Bµ is never empty, possibly reducing to a singleton mod-
ulo the translation by the Bebutov flow. This set is precisely
playing the role of basins of attractions in classical RG ap-
proaches but at a statistical level. Even more importantly, spon-
taneous stochasticity can appear provided regularisations have
the property to ”mix” but in the weakest possible form: ergod-
icity. By Definition 2 and Eq. (23), this partition remains inde-
pendent of the chosen dynamical system, as Birkhoff averages
do not involve Sτ at the end. However, the dynamics in Reg still
depend on the specific choice of Sτ. Our method is just offer-
ing a trick to frame the problem through dynamical systems in
a very intuitive way. We give a sketch of the scenario in Fig. 6.

In this section, (t, x0) are kept fixed. If one makes t varies,
a typical scenario can occur where the inviscid system is (lo-
cally) well-posed until t ≤ t⋆ (the blow-up time). In this case,
one observes a set bifurcation whereM switches from a single-
ton to a larger set necessarily containing non-Dirac measures.
Even more spectacular scenario can occur where a cascade of
set bifurcations is triggered as t increases. A simple example is
given in Section 5.5.5. This simple fact leads to a very provoca-
tive statement:

IfM0 is not a singleton, then there exist regularisations for
which (Pκ) is SpSt!

This result is a direct consequence of Theorem 1: one can
always construct a renormalisable regularisation by taking two
arbitrary points x , y in S 0 to produce θδx+ (1−θ)δy, θ ∈ (0, 1).
As a consequence, one can root SpSt in the lack of uniqueness
for (P0). This question is addressed in Section 5.5.

Many further developments are possible:

• We note that non-renormalisable γ may be interpreted as
a form of spontaneous stochasticity but at the measure

Figure 6: A tale of spontaneous stochasticity. We present our results graph-
ically. On the left, the infinite-dimensional space of all regularisations is de-
noted Reg, where each point γ represents a specific regularisation. These reg-
ularisations evolve under the Bebutov flow. For each γ, we define a set-valued
map γ 7→ M(γ) using ergodic subsequential limits. IfM(γ) consists of a sin-
gle element, then we can define a unique probability measure on the space of
solutions of the inviscid system. Otherwise, the regularisation is classified as
non-renormalisable (NR). The set of probability measures obtained coincides
exactly with the space of probability measures for the inviscid system, denoted
M0 = P(S 0), which is depicted on the right. This space is convex and com-
pact, with its extreme points corresponding to the Dirac measures δx, x ∈ S 0.
By definition, these specific regularisations are not SpSt. Finally, by excluding
non-renormalisable regularisations γNR, we obtain a well-defined partition of
the space, structured around genericity sets Bµ under the Bebutov flow. The
diagram highlights two sets in red and blue, each representing a universality
class Bµ. These classes contain all regularisations that converge to the same
measure µ in the inviscid limit. Spontaneous stochasticity occurs as soon as
M0 undergoes a set bifurcation from the well-posed singleton regime!
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level. However, care must be taken as it may simply re-
flect a poor sampling choice–specifically, an inadequate
ambient measure used to define probabilities. The ques-
tion remains open, as it is unclear whether there exist non-
renormalisable regularisations that remain irreducible un-
der any reparametrisation.

Conjecture. For all non-renormalisable γ ∈ Reg, there
exists some continuous measurable h with h(τ)→ ∞, τ→
∞, such thatM(γ ◦ h) reduces to a singleton.

We do believe this conjecture to be true in which case
SpSt must be ”idempotent”. If it is not, then the Bebu-
tov pushforward (Sτ)⋆ becomes nontrivial so that SpSt is
observed at the measure level, say ”level-1” SpSt.

• A key question is the size of these universality classes. In
particular, the presence of chaos in the inviscid system is
likely to play a significant role. Consider the following
formal scenario: suppose Sτ is a chaotic dynamical sys-
tem with a compact attractorA and an SRB measure µSRB
supported on it. Then the basin of attractionB(µSRB) is ex-
pected to contain a large class – measure-theoretically – of
regularisations γ0 that are attracted to A in the compact-
open topology. Non-generic (non-prevalent) regularisa-
tions are expected to form much smaller sets or may
even fail to be renormalisable. Even more importantly,
the choice of a specific ambient measure does not mat-
ter, as long as it is absolutely continuous with respect to
Lebesgue. For any γ0 ∈ B(µSRB), M(γ0) = {µSRB}, even
after reparameterising γ0 – provided the reparameterisa-
tion preserves absolute continuity. This provides evidence
that regularisations satisfying stronger mixing properties
than ergodicity are statistically more stable. It is highly
reminiscent of the results obtained in [34].

• As already observed, the probability measures in M de-
pend on time t and the initial condition x from (P0), and
should be denoted by µt,x. These limiting measures are
known in the literature as Young measures. Given the inti-
mate connection between ODEs and transport equations, it
is essential to take into account the dependence on (t, x). In
particular these measures can be used to build dissipative
weak solutions of the transport PDE. We will investigate
these aspects in a near future.

5.4. Stochastic versus deterministic regularisations
In many cases, regularisations of (P0) involve randomisation

(see e.g., in the PDE case [8], [81] and [34] in the ODE case).
This introduces two small parameters: the noise amplitude ϵ,
and a cut-off parameter – such as viscosity – represented here
by κ. In our framework, this leads to a broader class of reg-
ularised problems, denoted (Pωϵ,κ), constrained by Pω0,0 = P0,
making the link with the inviscid deterministic model. The pa-
rameter ϵ controls the noise intensity with realisations ω. De-
terministic regularisations correspond to taking the limit ϵ → 0
first, then κ → 0. Reversing this order – taking κ → 0 first –
typically yields a single regularisation by noise. The two limits

do not commute in general. However, in practice one considers
a joint limit ϵ, κ → 0, where one must clearly define how the
two parameters are linked – for instance, by setting κ = κ(ϵ)
and then analyzing the limit as a single inviscid limit when the
noise amplitude ϵ goes to zero.

Assume for a moment, one would like to rephrase Definition
1 for stochastic/randomised regularisations. Assume that κ =
κ(ϵ), then we define µϵ(B) as the probability thatO(uϵ,κ) solution
of (Pωϵ,κ) at time t and initial condition x0 is in some Borel set
B ⊂ R.

Denote µ all subsequential limits (in the weak topology) of
µϵ then hypothesis (H0) would become µ ∈ P(O0), the set
of probability measures with support O0 and where O0 :=
{O(Φt[ f0(·)]x0)} and Definition 1 would take the form

inf
µ

inf
x∼µ

x < sup
µ

sup
x∼µ

x. (32)

Note that the essential inf/sup are not needed since the support
of the measures µϵ are connected by Kneser theorem and O is
continuous. This definition covers the important case where
a weak limit exists: µϵ ⇀ µ with µ non-Dirac. However, as
in Definition 1, we also allow more general situations where
no such limit exists. All these probabilistic elements, in fact,
arise naturally from our deterministic framework as well. This
was the focus of Subsection 5.3. Notably, the discussion does
not depend on whether the finite-κ regularisation is random
or deterministic. To keep the exposition simple and avoid
introducing extra notation, we purposely restrict ourselves to
deterministic regularisations and a single-parameter limit. We
give a sketch in Fig. 7. However, we would like to insist again
on a fundamental aspect of spontaneous stochasticity.

Contrary to common intuition, randomising the regulari-
sation is not required for stochastic effects to appear.

It is necessary to clarify an important point regarding the no-
tion of randomness. A standard protocol in turbulence consists
in sampling a set of initial conditions for different Reynolds
numbers – that is, in our setting, for different values of 1/κ (and,
in our case, for the same initial condition x0). The empirical
average then amounts to estimating the pushforward of a back-
ground measure, such as a normalised Lebesgue measure, that
is, an estimate of the integral like in (19).

Indeed, (spontaneous) stochasticity may arise when regulari-
sations approach the inviscid system in a rapidly oscillating and
erratic way, even if the vector fields themselves are determin-
istic and converge in the sense of (H0). While such oscilla-
tions can generate genuine randomness, this phenomenon can
only occur in the singular limit. In order for this randomness to
persist at the limit as stochastic behaviour, it is necessary that
the inviscid system be ill-posed. This condition is both essen-
tial and is addressed in Subsection 5.5. If the inviscid system
is well-posed, such stochastic effects cannot arise; the mecha-
nism is effectively excluded. Yet ill-posedness, on its own, does
not guarantee stochastic behaviour. The absence of a selection
mechanism in the inviscid limit – linked to the regularisation –
is also required. The function x 7→ sin 1

x as x → 0 provides
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Figure 7: We focus on deterministic regularisations, represented by the red
plane, with a single inviscid limit κ → 0. More general stochastic regu-
larisations take the form fω,ϵ (·, κ), where ϵ controls the noise amplitude and
fω,0(·, 0) = f0(·). In such cases, one must specify the relation between ϵ and κ
and consider the limit ϵ → 0 with κ = κ(ϵ). Note that each of these limits can
yield different selection mechanisms within P0. Most of our results (Subsec-
tions 5.3 and 5.5) can be extended to this general framework.

a useful analogy: it exemplifies how regularised systems can
fail to converge to a single limit, instead exhibiting different
limiting behaviours along different subsequences – mirroring
what may occur in the inviscid limit. Likewise, randomness in
the limit enters through the choice of these subsequences. This
gives rise to a probability space (Ω,F , µ), where Ω is the set
of converging sequences xn → 0 for which lim sin 1

xn
exists.

Defining X(ω) = limn→∞ sin 1
xn

yields a random variable whose
distribution is the arc sine law.

Lastly, it is worth noting that the autonomous case does, in
fact, include the non-autonomous one through the standard re-
formulation: ẋ = f (x, t) becomes ẋ = f (x, y), ẏ = 1. Under our
assumption (H0), all relevant quantities remain bounded, so no
compactness issues ”at infinity” arise. For example, we do not
require any notion of an attractor as t → ∞, since t is always
finite and (P0) itself stays bounded.

5.5. Which inviscid systems can exhibit spontaneous stochas-
ticity?

This section aims to provide deeper insight into systems that
may exhibit (SpSt). The goal is to establish a sufficiently sharp
necessary condition. Rather than examining which regularisa-
tions (Pκ) are SpSt – a question addressed in the previous sec-
tion – we focus on identifying necessary properties of the in-
viscid system (P0) that allow (Pκ) to be SpSt. In light of Sec-
tion 5.3, this question solely amounts to investigate the lack of
uniqueness for (P0), namely systems for which S 0 (and there-
foreM0) is not a singleton.

To clarify the goal, [34] established a sharp condition for a
class of systems to be SpSt. These systems correspond to dy-

namical systems with an isolated Hölder singularity. As we will
see, they fall within the conditions under which SpSt can oc-
cur. Examples of this kind are provided in Subsection 5.5.4, as
they are expected to play an important role in physics.

We therefore aim at identifying a necessary condition for
nonuniqueness in the inviscid system (P0). The anticipated sce-
nario is that the inviscid flow hits a singular set in finite time.
However, the precise definition of such sets must be clarified. A
typical example is a non-Lipschitz isolated singularity x⋆ ∈ Rn,
where f (x⋆) = 0 lacks Lipschitz continuity, though this is not a
sufficient condition. There are also cases where f (x⋆) , 0, yet
x⋆ still leads to a loss of uniqueness for flows going through it
(see Subsection 5.5.4).

In all the following, we assume f at least continuous to en-
sure Peano’s classical solution existence. Numerous theorems
addressing uniqueness exist for general nonautonomous sys-
tems of the form ẋ = f (x, t), x(t0) = x0 (see, in chronological
order [84, 1, 47, 6]). These results typically take the form: if
condition (A) holds then the solution to the Cauchy problem is
unique. Consequently by contraposition, there are many possi-
ble necessary conditions of the form ¬(A) for nonuniqueness.
In order to obtain some sharper condition, one must look at a
”disjunction” of different uniqueness theorems. The 1-D au-
tonomous case is well understood. First the singular set, de-
noted Γ⋆, is necessarily reduced to an isolated critical point
x⋆ i.e. such that f (x⋆) = 0 (by a straightforward use of the
implicit theorem, see e.g. Theorem 1.2.7 in [1]). Second, f
must increases sufficiently rapidly in the neighborhood of x⋆

either to the left or right, in particular it cannot be decreasing
or being Lipschitz at x⋆. The optimal growth rate condition is
convergence of at least one of the integral

∫
x⋆±

dx
f (x) . With re-

spect to the initial condition, it is highly constrained in 1-D,
either x(0) = x⋆ or if x0 < x⋆, then f must be positive so
that x⋆ is reached in finite time (and conversely x0 > x⋆, f
must be negative). Typical examples giving nonunique solu-
tions are ẋ = sign(x)|x|α, ẋ = ±|x|α, α ∈ (0, 1). But systems
like ẋ = |x|α + cst or ẋ = −sign(x)|x|α have unique solutions no
matter the initial condition.

5.5.1. A necessary condition for nonuniqueness in the inviscid
system

The situation in dimension above one is much less favorable,
in particular f (x⋆) = 0 is no more necessary which is the main
reason this problem becomes nontrivial. The aim here is thus to
modestly characterise regions where 1) f has some expanding
behaviour 2) f is not Lipschitz.

We consider here a similar idea to that of Dini derivatives
(see Appendix 11.8). They correspond to a generalised no-
tion of derivatives in contexts where f is not even continuous.
Dini derivatives share many desirable properties with classical
derivatives. For instance, being Lipschitz continuous is equiv-
alent to having finite Dini derivatives. They therefore provide
a natural and practical way to express non-Lipschitz behaviour.
We slightly extend the notion to the Osgood property. Let us
introduce the following definitions:
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Definition 3. Let f : Rn → Rn, Let v ∈ Sn−1, then

Λ+Ω(x, v) := lim sup
t→0+

〈
f (x + tv) − f (x)

Ω(t)
, v

〉
.

where Ω is a modulus of continuity: Ω : R+ → R+,Ω(0) = 0

and
∫

0+

dz
Ω(z)

= ∞.

We also introduce a notion of stable finite-time set:

Definition 4. Let Φ : (t, x0) 7→ Φt x0 be the flows associated to
ẋ = f (x), x(0) = x0, and consider some arbitrary set Γ ⊂ Rn

W−(Γ) ≡
⋃
Φ

{
x ∈ Rn | ∃t⋆ < ∞, t⋆ ≥ 0,

lim
t→+t⋆

dist(Φt x,Γ) = 0
}

(33)

From this definition, one can derive a useful necessary con-
dition for breaking uniqueness and thus having (SpSt):

Theorem 2. Assume that (P0) has nonunique solutions, then
one can find some Ω and a nonempty set Γ⋆ ⊂ Rn such that
x0 ∈ W

−(Γ⋆) where

Γ⋆ =
{
x ∈ Rn | ∃v, ||v|| = 1, Λ+Ω(x, v) = +∞

}
.

Proof: see Appendix 11.8.
Obviously, this is also a necessary condition for all regulari-
sations (Pκ) having SpSt. The idea is to replace the classical
notion of Jacobian of f by some weaker notion involving Dini
(directional) derivatives (say with Ω(z) = z). The unit vectors
v indeed plays the role of an eigenvector and Γ⋆ simply detects
regions in phase space where the eigenvalues blow up to +∞.

In addition, one can also characterise for free the set of ini-
tial conditions giving spontaneous stochasticity by a straight-
forward generalisation of a stable set. Note that such result is
not sharp and cannot be sufficient. However, there is still room
to improve this condition. We let it for future work.

The 1-D case is rather particular and is of less interest, in
particular the critical condition f (x⋆) = 0 is not distinguished.
This is expected since Theorem 2 is aimed at situations where
nonuniqueness arises from more general situations than those
due solely to the presence of non-Lipschitz critical points. We
next illustrate these results through various examples (Subsec-
tions 5.5.2– 5.5.5).

5.5.2. Example 1
We consider the well-known example ẋ = f (x), x(0) = x0

with f (x) = x
1
3 . The function f has a Lipschitz singularity at 0.

Following [32], we consider the regularised system ẋ = f (x, κ),
and f (·, κ) is defined as

(Pκ) :
{

ẋ = f (x) |x| > κ

ẋ = κ
1
3 G( x

κ
, κ) |x| ≤ κ

, (34)

where G(x, κ) = ξ(x) f (x) + (1 − ξ(x))ω(κ)+x
2 with ξ(x) = 3x2 −

2|x|3. Since hypothesis (H0) is obviously satisfied, it guarantees
that A is well-defined as a function. The regularised system is

well-posed. We will use two different regularisations denoted
A1 andA2 with resp. ω1(κ) = sin 1

κ
and ω2 = 0.5+ sin( 1

κ
+cst).

Note that these deterministic functions rapidly change their sign
when κ becomes small. They introduce a source of uncertainty
that vanishes in the limit as κ → 0, playing a role similar to that
of a random variable.

Considering Definition 1, one then definesA1,2(κ) = O(xκ) =
xκ(1) for the two functions ω1,2. This is a continuous function
due to well-posedness. The result is shown in Fig. 8. For the

Figure 8: A(κ) = xκ(1) solution of (34) for κ uniformally distributed in
[10−4, 10−1]: in red A1 and in black A2. Both measures concentrate on ±a
with a ≈ 0.544.

two regularisations A1 and A2, the pushforward measures are
not equal but their support is the same: the first perturbation
yields δ+a+δ−a

2 whereas the second perturbation is θδ+a+(1−θ)δ−a

with θ ≈ 0.7. To summarise:

• (Pκ) is SpSt for A1,A2 and regularisation by additive
noise. One must necessarily have x0 = 0 for any choice
t > 0.

• (Pκ) is not SpSt when taking ω(κ) = cst.

• (Pκ) : dXt = sign(sin Xt)| sin Xt |
α dt +

√
2κdWt, x(0) =

x0 α ∈ (0, 1) is SpSt for x0 = 2kπ, k ∈ Z. Theorem 2 is
satisfied with Dini derivatives equal to +∞ only at x0 =

2kπ, k ∈ Z so that Γ⋆ = (2kπ)k∈Z. Moreover W−(Γ⋆) =
Γ⋆.

5.5.3. Example 2
We discuss again a 1-D example which deserves some im-

portant comments. It is inspired by [2, 38]. The inviscid system
is the simple ẋ =

√
|x| with initial condition x(0) = −c2 < 0. It

has an infinity of solutions: the pre-blowup life is until time
t⋆ = 2|c| where it reaches the Hölder singularity 0. Then
the solution can wait an arbitrary long time T ≥ 0 at 0 un-
til it takes off: x(t) = 1

4 (t − T − 2|c|)2. We consider two
different regularisations, one is adding some additive noise
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dx =
√
|x|dt +

√
κdWt, x(0) = −c2, the other takes the form

f (x, κ) = 1(−∞,−κ2](x)
√
|x| + 1[−κ2,κT−κ2](x)κ

+1]κT−κ2,+∞)(x)
√

x − κT + 2κ2, (35)

where 1I(x) is the characteristic function equals to 1 if x ∈ I
and 0 else. As discussed in [2], this regularisation selects a
solution that remains at 0 for a duration of time T . Conse-
quently, the regularised system can be fully controlled to match
any target distribution. In Fig. 9, we deliberately randomise
T so that the system becomes SpSt and selects three equally
likely, disjoint intervals! Alternatively, one could carefully de-
sign some rapidly oscillating function T = T (κ) inspired by the
technique (60), as in the previous example which would give
the same result (not shown). There is in fact no need to ran-
domise f (·, κ). The system is not SpSt when regularised by
classical additive noise. This example once again demonstrates
that one cannot expect (SpSt) to give simple universality prop-
erties, not only at the measure level but also regarding the set
of selected solutions. This system (or any other) exemplifies
Theorem 1: it is possible to design a regularisation of

√
|x| that

converges to any target probability distribution inM0 with sup-
port S 0 = [0, 1

4 (t − 2|c|)2], t ≥ 2|c| (see Eq. (24)) as κ → 0.

Figure 9: Solutions selected in the limit κ → 0 for the system ẋ =
√
|x|, x(0) =

−c2 for two different regularisations, in red by additive noise: the system is
not SpSt (A+ = A−), in blue using the regularisation (35) with T ∈ [1, 3

2 ] ∪
[2, 5

2 ] ∪ [3, 7
2 ] uniformally distributed, the system becomes SpSt for all t >

2|c| + 1 (A+ > A−). The black dots are for c = 1/
√

2, (t0, x0) = (0,−0.5) and
(t⋆, x⋆) = (

√
2, 0). The inset shows the case with −

√
|x| and x0 = +c2 (minus

the regularisation (35)).

5.5.4. Example 3
We consider a system with an isolated Hölder singularity at

the origin. Isolated Hölder singularities are believed to play
an important role in shell models of turbulence [30, 61]. A

detailed measure-theoretic analysis can be found in [32, 34].
These systems take the form

ẋ = |x|αF(y), y =
x
|x|
∈ Sn−1, F : Sn−1 → Rn.

Using the convention of [32], one can write F as a decompo-
sition into radial and tangential components: F(y) = Fr(y)y +
Fs(y), with Fr : Sn−1 → R and Fs : Sn−1 → TSn−1. We note
that the Dini directional derivatives along some vector v ∈ Sn−1

at the singularity x = 0, reduce in this case to

Λ+z (0, v) = lim sup
t→0+

tα−1Fr(v) ∈ {−∞, 0,+∞}.

In order for Theorem 2 to apply, one must necessarily have di-
rections v for which Fr(v) > 0. This property is indeed the
same than the defocusing property considered in [34] (see (b),
p.1859). In general, such singularities can be seen as gener-
alised ’saddles’, including purely unstable critical points, and
are distinguished by having both nontrivial stable and unstable
sets.

Note that we also allow the initial condition to be on the sin-
gularity like in 1-D but the stable setW−(0) in fact provides a
detailed characterisation of all ”pre-blowup” initial conditions.
The example presented here is a slight modification of the 2
d.o.f. example studied in [32], but, unlike the original, it does
exhibit (SpSt). It takes the form

F(y) = y(y1 + y2) − y⊥y1y2
2, y⊥ = (−y2, y1). (36)

This example is not trivial and has in particular homoclinic
orbits with overlapping stable and unstable sets. Indeed, us-
ing the conventions of [32, 34], the renormalised system ẏ =
(F(y) · y⊥)y⊥ on S1 has a well-defined focusing attractor at
φ = 3π

2 (it guarantees finite-time blowup), but the defocusing
attractor at φ = 0 in S1 is non-hyperbolic and one-sided (and a
physical measure δφ=0).

5.5.5. Example 4
We now discuss a simple example which has (SpSt) al-

though there is no critical points. It is in fact a 1-D nonau-
tonomous system translated into an autonomous one. Let us de-
fine sα,σ(x2) = sign(sin 2πσx2)| sin 2πσx2|

α and for α ∈ (0, 1),
µ ∈ R,

ẋ1 = µ,
ẋ2 = sα,σ(x2) sin(2πx1) (37)

then by an abuse of notation, we can write

Λ+z (x, v) = (sα,σ(x2) cos 2πx1)2πv1+

(σαsα−1,σ(x2) cos(2πσx2) sin 2πx1))2πv2, |v| = 1. (38)

Therefore, one can easily identify a nonempty singular set Γ⋆

corresponding to all x = (x1, x2) such that sin 2πσx2 = 0, i.e.
x2 =

j
2σ , j ∈ Z such that (−1) j sin(2πx1) > 0 or equivalently

introducing the two open intervals Ik,1 = (2kπ, (2k + 1)π), Ik,2 =

Ik,1 − π and Yp,1 =
p
σ

, Yp,2 = Yp,1 +
1

2σ :

Γ⋆ =
⋃

j,p∈Z2

I j,1 × {Yp,1} ∪ I j,2 × {Yp,2}.
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Figure 10: Distribution of the solutions of (36) at t = 1.5 starting from the
initial condition x0 = (−0.25, 0.1) (log-scaled colormap). The system has been
regularised by additive noise of amplitude

√
ϵ with ϵ → 0. The solution for

this initial condition reach the singularity at finite blowup time t⋆ ≈ 0.875. The
region in light blue color corresponds to the stable set associated with initial
conditions giving (SpSt).

For all x ∈ Γ⋆, one has Λ+z (x, v) = +∞ provided v2 , 0. The
stable setW−(Γ⋆) is more difficult to characterise and depends
crucially on µ, but it includes Γ⋆ by definition. We claim that,
at least for the parameters chosen in Fig. 11,W−(Γ⋆) = R2, so
that all initial conditions meet the singular set in finite time.
This system is obviously SpSt, leading to the formation of
space-filling beehive-like patterns. The hexagonal cells are con-
strained by the set Γ⋆ in the x2-direction and by µ in the x1
direction. These patterns result from a periodic alternation:
pairs of trajectories merge into one or split into two, dictated
by the x1 position and driven by alternating phases of contrac-
tion and expansion. The number of trajectories reaching the
axis x1 = t with initial condition at t0 scales like 2⌊λ(σ,µ)(t−t0)⌋.
We do not show the distribution at fixed time, it can be guessed
from Fig. 11 as simply corresponding to a sum of Dirac terms
with complicated weights.

5.6. PDE case: Lagrangian versus Eulerian Spontaneous
Stochasticity

As explained elsewhere, Lagrangian Spontaneous Stochas-
ticity (LSS) is: 1) originally framed for passive scalar trans-
port with vanishing diffusivity; 2) tantamount to anoma-
lous diffusion ([31]); 3) tied to dissipative weak solutions of
(P0)—solutions to the inviscid problem that break energy con-
servation. This raises the question: how does our Definition 1
relate to LSS? Here, SpSt should be read as an Eulerian version
of spontaneous stochasticity in the PDE setting. Since this con-
nection depends on the chosen observable, we denote SpSt |O
to emphasise that a continuous observable O exists such that
(SpSt) is satisfied.

The PDE context requires special care, as assumption (H0)
must be reformulated for infinite-dimensional settings. The
problem (Pκ) becomes u̇ = F(u, κ), u(0) = u0, with F :

Figure 11: System (37) for t ∈ [0, 50], µ = 1 and σ = 4 starting from the initial
condition x0 = (0.1, 0.05) (the system has been regularised by additive noise of
amplitude

√
ϵ, ϵ → 0 integrated for 20 different realisations). The blowup time

is t⋆ ≈ 0.5 (see zoom: the levels x2 = Yp,1,Yp,2 of Γ⋆ are also shown in red and
blue dash-dotted lines).

H × R+ → H is now an operator. Since many results are better
expressed in the language of dynamical systems, it makes sense
to consider the semigroup associated with the PDE. Compact-
ness, frequently used in earlier sections, should involve weaker
topologies. Extending the results from Section 5.3 may be even
more difficult. We will not pursue this further, as the details de-
pend heavily on the specific PDE. Still, to get a feel for the new
phenomena in the PDE setting, recall that in finite dimensions,
linear systems can never be SpSt under (H0). As shown below,
this is no longer necessarily true for the linear transport PDE.

With that said, the following is a formal discussion. Anoma-
lous diffusion in (1) is defined by lim supκ→0 κ||∇θ||

2
L2

t,x
> 0 as ex-

plained in Section 3. Why not define anomalous diffusion using
the liminf instead? A sharp answer is provided in recent work
by [24] (see also [48]), where they construct a transport system
such that one subsequence converges to an energy-conserving
weak solution, and another to a dissipative one (Theorem B).
This implies that the liminf is zero, while the limsup remains
positive. But this is exactly the setup for Eulerian Spontaneous
Stochasticity. In fact, Definition 1 asks for an observable such
that liminf < limsup. This is simply rephrased as

SpSt
∣∣∣L2 ⇒ LSS,

where L2 : θ(t, ·) 7→ ||θ(t, ·)||L2(Td). Still, it is plausible that there
are observables O for which SpSt |O ⇏ LSS. Of course, it
must involve a solution which conserves energy.

A notable counterexample to the converse, i.e. LSS ⇏
SpSt

∣∣∣L2 , is the Kraichnan model. Let us briefly explain why.
The Lagrangian formulation of the advection-diffusion PDE for
a passive scalar, say θκ(x, t) with κ the diffusion, leads to the
SDE dXs = bω(Xs, s) ds +

√
2κdWs, Xt = x, s ≤ t. Here,

bω is the divergence-free Hölder Kraichnan velocity field for
some fixed realisation ω, Xs = X(s; t, x) corresponds to a par-
ticle’s position at time s going through the position x at time t.
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By the Feymann-Kac formula, we have θκ(x, t) = E[θ0(X0)] =∫
pκ(y, 0|x, t)θ0(y) dy where pκ is the transition density. It

turns out that in the Kraichnan model the (weak) limit pκ ⇀ p0

exists. The field θ is therefore fully deterministic and there is
no Eulerian Spontaneous Stochasticity. However, the limiting
density p0 is nontrivial (i.e. not a Dirac distribution), implying
Lagrangian Spontaneous Stochasticity [23].

6. Lack of selection principle in the Armstrong-Vicol pas-
sive scalar [4]

Like in the first part I, for the sake of consistency, we restate
the lack of selection principle in the vanishing diffusivity limit
κ → 0 proven in [4].

Proposition 5.5 1. Fix β ∈ [68/67, 4/3). There exists a con-
stant C⋆ = C⋆(β) ≥ 1 such that the following holds. For every
parameters A ∈ (0, 1] and B > 1, assume that Λ is taken suffi-
ciently large with respect to β, A, B to ensure that

C⋆Λ
−δ ≤ min

{
A, B−

2
2+γ (2−β+ 2β

q+1 )
}
.

Fix the sequence {ϵm}m≥0 according to (49). Choose an initial
datum θ0 ∈ Ḣ2(T2). Define the length scale Lθ0 :=

||θ0 ||L2(T2)

||∇θ0 ||L2(T2)
and

let m⋆ ≥ 1 be the unique integer such that ϵm⋆ ≤ C⋆L
2

2+γ−2qδ

θ0
<

ϵm⋆ − 1. Assuming that θ0 satisfies

||∇θ0||
4
L2(T2)

||θ0||
2
L2(T2)||∆θ0||

2
L2(T2)

≥ A, and C⋆L
2

2+γ−2qδ

Θ0
≤ Bϵm⋆ ,

there exist two sequences of diffusivities {κ(1)
m }m∈N and {κ(2)

m }m∈N,
both converging to 0 as m → ∞, such that the corresponding
solutions {θκ

(1)
m }m and {θκ

(2)
m }m of the advection-diffusion equa-

tion with initial data θ0 and drift b, converge as m → ∞ in
C0,µ((0, 1); L2(T2)) (for some µ > 0) to two distinct weak solu-
tions of the associated transport equation.

As mentioned several time in this work, we believe that this
result is even more striking than the main Theorem 1.1 on
anomalous diffusion. Indeed, this result automatically implies
our Definition 1 (see Section 5.2).

7. Eulerian Spontaneous Stochasticity in the Armstrong-
Vicol passive scalar

We present here our own mathematical proof that the passive
scalar θκ in (1) becomes Eulerian spontaneously stochastic in
the sense of Definition 1 as κ → 0. This proof is based on the
[3] version and relies on key estimates in [3], in particular their
section 5. It differs in some aspects from Proposition 5.5 in
[4] above, we believe that it is related to our choice of taking
m⋆ = 0 which simplifies the demonstration.

While the result below is a corollary of their work and rel-
atively simple in concept, it cannot be directly inferred from

Theorem 1.1 of [3] (or [4]), as it stems from the proof strat-
egy itself. The main objective is to demonstrate that (P0) in
(1) satisfies Definition 1 with respect to the regularisation func-
tion A(κ) = κ||∇θκ||2L2((0,1)×T2) (see Definition (16)). Note that,
from the energy equality, it is also equivalent to chooseA(κ) =
||θκ(1, ·)||L2(T2). Let A+,A− = lim supκ→0, lim infκ→0A(κ), κm

the renormalized diffusivity at scale m (see Eq. (6)) and
A+m,A

−
m = lim supκ→0, lim infκ→0 κm||∇θm||

2
L2((0,1)×T2) (see details

in (61)). Our result is the following:

Theorem 3. Let ϵ > 0, m⋆ = 0, and ρ0 :=
||∇θ0||

2
L2

x

||θ0||
2
L2

x

≥ (2π)2.

For Λ large enough, larger than

Λ ≥ max

(C
ϵ

) 1
δ

,
(
π
√
ρ0

) q−1
β

 , (39)

thenA−m⋆
> 0,A− > 0, and

A+

A−
≥ e−4ϵA

+
m⋆

A−m⋆

> 1. (40)

In particular one has (SpSt) for the problem (1).

Proof: during the preparation of the manuscript, an official
published version of [3] has appeared as [4]. An explicit proof
demonstrating the existence of two distinct subsequences in
the inviscid limit κ → 0, and thereby confirming that (SpSt)
holds, can now be found in Proposition 5.5 of [4] (see above).
For the sake of consistency, we have still decided to retain our
proof, as it differs in some aspects, but we have postponed it to
Appendix 11.11.

Consider two subsequences (κ1, j) j∈N, and (κ2, j) j∈N, κ1, j, κ2, j ∈ I j

(see definition 50) such that

ϱ2
p := lim

j→∞
κp, j
||∇θκp, j ||2L2

||θ0||
2
L2

> 0, p ∈ {1, 2}

As a consequence of Theorem 3, one can find two subsequences
such that ϱ1 , ϱ2. One thus obtains the lower bound

Property 4. One has ϱ2
1, ϱ

2
2 ∈ [ϱ2, 1

2 ], where ϱ2 is such that
infκ∈KA ||∇θ

κ||2L2 ≥ ϱ
2||θ0||

2
L2 and ϱ2 ∈ (0, 1

2 ] (see Theorem 1.1 of
[3]),

lim
j→∞
||(θκ1, j − θκ2, j )(1, ·)||L2 ≥ 2||θ0|| ϱ|ϱ1 − ϱ2| > 0. (41)

Proof: see Appendix 11.11.2.

As mentioned early in [3], this is a demonstration that
there is no selection principle in the zero dissipation limit
and that (1) has non-unique bounded weak solutions. In our
view, the selection principle is now in term of measures in the
space of weak solutions with a well-defined distribution. This
distribution can be inferred from Lemma 2 by looking at the
L2 norm of θ. Let us consider a subsequence (κω, j) j∈N with
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κω,1 = ω and κω, j ∈ I j and such that lim j→∞ κm⋆ (κω, j) = Kω
⋆ .

One has

||θm⋆ (1, ·)||L2 =

∑
k∈Z2

|̂θ0,k|
2e−|k|

2Kω
⋆


1
2

:= L(Kω
⋆ ) := Lω. (42)

From Lemma 2, we infer that ∀ϵ > 0, one can choose some Λ
large enough like in Theorem 3 such that

| ||θ(1, ·)||L2 − Lω | ≤ (e2ε − 1)ς(θ0)||θ0||
2
L2 , (43)

where ς(ρ0) is a constant which depends on θ0 but not ε. Of
course the random variable Lω has a nontrivial density proba-
bility which is not a Dirac measure. We will show in the nu-
merical Section 8 how those densities look like.

8. Numerical behaviour of the renormalisation sequence

Let c0 =
9

80 ,Λ > 1, β ∈ (1, 4
3 ) and q = β

4(β−1) , we consider the
sequence (6) (see notations Appendix 10.1), that we rewrite

κm−1 = Fm(κm), κM = κ, with Fm(κ) := κ + c0
ϵ

2β
m

κ
.

The diffusivities are described by a two-parameter semigroup
κm = φ(m,M)κ and we are interested in the pullback limit, for
m fixed,

K(m; κ) = lim
M→∞

φ(m,M)κ. (44)

We then need to understand the behaviour of K(m; κ) when
κ → 0. Of practical importance is the fact that the double
asymptotics, M → ∞ first, then κ → 0 , can be replaced by
a single asymptotics κ → 0 using

M(κ) such that
√

c0ϵ
β
M(κ) ∝ κ. (45)

Indeed, Fm(κ) ∼ κ unless c0ϵ
2β
m /κ has the same order of

magnitude than κ.

Let zm := κm
√

c0ϵ
β
m

, zM =
κ

√
c0ϵ

β
M

, then

zm−1 = Gm(zm), with Gm(z) := gm

(
z +

1
z

)
, gm =

(
ϵm

ϵm−1

)β
.

(46)
In the geometric case, the scale separation is given by ϵm =

⌈Λm⌉−1. Assuming, for simplicity, that Λ ∈ N, it follows that
gm = Λ

−β. Therefore, Eq. (46) becomes autonomous. It is
important to note that, in this case, the estimates presented in
[3] are no longer valid. Still, it is very instructive to look at
the behaviour of the diffusivities sequence. A close inspection
shows that the diffusivities converge in the small κ limit:

Km := lim
κ→0
K(m; κ) = Λ−βm

√
c0

Λβ − 1
,∀m ≥ 0. (47)

I II

Figure 12: Upper panel: standard deviation of log10 κ0 as a function of β and Λ.
Regime I corresponds to κ0 distributions having a simply-connected compact
support, for 1.14 ⪅ β ⪅ 1.21, and regime II to a bimodal qualitative behaviour
of the κ0 distribution. Three probability densities for the limit κ → 0 are shown
for β = 1.20, β = 1.25 (Λ = 128) and β = 1.143 (Λ = 10). Lower panel: be-
haviour of log10 κ0 in log κ scale for β = 1.30, Λ = 128 with successive zooms
revealing the fractal structure. Note that the frequency slows down suggesting
a log log scaling. Numerics are achieved using BigFloat precision.

Therefore, if one were able to establish a link between the
renormalised sequence and the inviscid system in the geomet-
ric case as well, it would follow that the system is well-posed,
yielding an atomic (Dirac) distribution, i.e. the absence of Eu-
lerian spontaneous stochasticity.

A radically different situation occurs when one considers an
hypergeometric scale separation. The sequence (46) becomes
nonautonomous with

Gm(z) = Λ−βqm−1
(
z +

1
z

)
. (48)

Figure 12 illustrates the behaviour of lim sup− lim inf > 0 of
the function κ 7→ κ0(κ) as a function of the parameters β and Λ
in the limit κ → 0. The corresponding distributions are shown
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on a logarithmic scale. The lower panel presents the function it-
self for selected parameter values, highlighting its intricate frac-
tal structure. In general, κ0 is not of order unity and depends
significantly on β (and Λ). It is O(1) only in the limit β → 1+.
As β→ 4

3 , κ0 becomes increasingly small – dropping by several
order of magnitude. Moreover, we numerically identify a crit-
ical value β⋆ ≈ 1.1428 above which the constraint permissible
set K is not required to control the sequence. Figure 12 uses
β values above this critical threshold β⋆. Additional numerical
details on these aspects are provided in Appendix 11.14.

These results can be reinterpreted using the concepts of Sec-
tion 5.3. The function κ 7→ K(0; κ) in (44), which emerges
from the proof in [3, 4], plays the role of a scalar regularisation
function A. In light of the discussion in Section 5.3, in order
to have a well-defined probability measure, the ambient mea-
sure must be in log log scale as suggested by Fig. 12. Then,
the κ0 distribution corresponding to A(0), is the weak limit of
κ0 in the inviscid limit w.r.t. to the ad-hoc ambient measure.
Moreover, the available observable takes the form of a discrete
nonautonomous dynamical system. Due to that, we can only
conjecture, based on numerical simulations, the existence of a
nontrivial (pullback) attractor with fractal dimension. A rigor-
ous treatment of the nonautonomous case would likely require
at least a skew-product interpretation of the dynamics (see e.g.
[5]). We have not explored these aspects further and leave them
for future work.

9. Conclusion and perspectives

This work has two parts. First, we provide a detailed histor-
ical review of spontaneous stochasticity. We then describe the
Armstrong-Vicol model, emphasising the Lagrangian interpre-
tation of their construction as well as the RG phrasing. We then
show clear numerical evidences for anomalous diffusion.

In the second part, we introduce a very general definition of
spontaneous stochasticity (SpSt: see Definition 1). Our analy-
sis is restricted to deterministic and autonomous regularisations
of the inviscid system. This framework is, in effect, a refor-
mulation of the absence of a selection principle for the inviscid
limit – that is, a selection principle that may only hold along
subsequences, for fixed time and fixed initial data (see Section
5.2). The definition makes explicit the requirement that regu-
larisations approach the inviscid system in a rapidly oscillatory
manner.

We then examine the singular limit from a statistical perspec-
tive in Section 5.3, focusing on the conditions under which a
probability measure can be defined on the space of solutions at
the limit. For a given regularisation, the resulting probabilistic
limit depends crucially on the choice of an ambient measure –
or, equivalently, on the way the regularisation is parameterised.
As a consequence, no selection principle exists in general at the
level of probability measures either. It is only under particular
circumstances that a measure selection principle holds, i.e., a
situation in which the statistics converge to a unique probabil-
ity measure.

This motivates a broader viewpoint developed in Section 5.3.
We consider the space M of probability measures obtained

along subsequences across all admissible regularisations of a
fixed inviscid system (see Eq. (27)). One of the main results,
stated in Theorem 1, shows that spontaneous stochasticity can
generate any statistical behaviour consistent with the fixed-time
and fixed-position statistics of the inviscid system, represented
by the space M0 (see Eq. (24)). In other words, we estab-
lish that M = M0. Remarkably, the proof is constructive and
provides a near-explicit procedure for building regularisations
targeting any probability measure inM0 (see Appendix 11.6).

The space M of measures generated via spontaneous
stochasticity is shown to be the convex hull of the Dirac mea-
sures associated with regularisations that are not spontaneously
stochastic. This characterisation enables a rigorous definition
of universality classes of regularisations, identified by the sta-
tistical behaviour they produce and distinguished solely through
their ergodic properties (see Eq. (30)). This framework further
permits the introduction of a continuous (semi)group of renor-
malisation acting on the space of regularisations associated to
a given inviscid system. This dynamical system corresponds to
the Bebutov flow (see Definition 2). In this reformulation, it
becomes apparent that chaotic features in the inviscid system
should give rise to broader and statistically more robust univer-
sality classes. This important aspect will be explored in future
work.

We emphasise that in our deterministic framework, stochas-
ticity can emerge in its purest form in the singular limit, en-
tirely independent of whether the regularisations themselves are
stochastic. See Subsection 5.4 for details.

A direct consequence of these results is that, as soon asM0
fails to be a singleton, there exists at least one regularisation
(and, in fact, as an indirect consequence of Kneser’s theorem,
there are infinitely many) for which spontaneous stochasticity
occurs. Since this situation arises if and only if the inviscid sys-
tem admits non-unique trajectories, we seek a necessary con-
dition for such non-uniqueness in Section 5.5. To this end,
we employ a dynamical characterisation based on Dini deriva-
tives, which allows one to detect where (in phase space) non-
Lipschitz singular sets emerge in the inviscid system and for
which initial data (Theorem 2). These theoretical results are
illustrated through several nontrivial numerical examples (Sub-
sections 5.5.2–5.5.5).

Finally, we show that the advection-diffusion transport equa-
tion for a passive scalar proposed by [3, 4] is also spontaneous
stochastic in the sense of Definition 1. Thus, it exhibits not
only anomalous diffusion, or equivalently Lagrangian sponta-
neous stochasticity, but also Eulerian spontaneous stochasticity
(Sections 3 and 7). We add that the peer-reviewed version [4]
confirms this finding (their Section 5.5). It is described as a lack
of selection principle rather than the passive scalar being Eule-
rian Spontaneous Stochastic. These two notions are rigorously
equivalent (see Section 5.2). We also provide numerical evi-
dences that the model exhibits Eulerian spontaneous stochas-
ticity but are unable to observe it within direct numerical simu-
lations, limited somewhat by the lack of resolution of the very
small scales due to the hypergeometric constraint. On the other
hand, the renormalised diffusivity sequence is well illustrated
and exhibit nontrivial behaviour.
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Several comments are in order. At least six important papers
have recently appeared [56, 33, 24, 3, 48, 18] (in chronological
order). All of them address the inviscid limit κ → 0 of the linear
transport equation ∂tθ + b · ∇θ = κ∆θ, θ(0, ·) = θ0(·) where b is
a divergence-free velocity field. Each paper considers different
choices for b and focuses on a rigorous mathematical proof of
anomalous diffusion: lim supκ→0 κ||∇θ||

2
L2

x,t
> 0 (except for [56],

which addresses the selection mechanism only).
The works of C. De Lellis, V. Giri 5, T.D. Drivas et al.

[56, 33] (see also [24]) are, to our knowledge, the first rigorous
proofs that the transport PDE can exhibit Eulerian spontaneous
stochasticity in the limit κ → 0 according to our interpretation
(see Section 5.6). These studies demonstrate that, in addition to
having anomalous diffusion, the inviscid limit admits multiple
distinct solutions.

However, these results are often framed negatively as evi-
dence of the failure of a selection principle or the nonunique-
ness of solutions in the inviscid limit. In contrast, we emphasise
that Eulerian spontaneous stochasticity is precisely equivalent
to the absence of a selection principle, that is, whenever one
can distinguish distinct subsequences. We recognise that this
definition – expressed simply as the absence of a selection prin-
ciple – is fundamentally equivalent to ours. While we do not
claim anything beyond this, we wish to state it explicitly and in
greater detail.

In [48], the authors once again identified the phenomenon
of Eulerian spontaneous stochasticity (i.e., non-unique conver-
gent subsequences in the inviscid limit) in the transport PDE, as
previously observed in [33, 24] but for different velocity fields.
Their finding, however, raises an important question. They con-
structed a particular vector field b such that the vanishing limit
κ → 0 selects a non-physical solution (a ”wild Euler weak so-
lution”) that unexpectedly unmixes back to its initial state.

These earlier works thus highlight a fundamental question:
the potential lack of realism in the inviscid limit and its im-
plications for physics. However, since the velocity field lacks
realism and a lack of a selection mechanism appears in the in-
viscid limit, what should be questioned is not the absence of a
selection mechanism itself, but rather the way it manifests non-
physically through the emergence of non-entropic solutions.

The study in [3] takes this a step further by constructing a sig-
nificantly more realistic vector field than those in [33, 24, 48].
In particular, it remains arbitrarily close to a Cα weak Euler
solution for α ∈ (0, 1/3), making it, in a loose sense, almost
an Euler PDE solution. As announced in [3] and now proven
in [4], our work provides additional mathematical evidence that
the inviscid limit leads to nonunique solutions – once again con-
firming the presence of (Eulerian) spontaneous stochasticity.

The most advanced contribution is likely the recent work in
[18]. It shares many features with the fractal homogenisation
approach in [3, 4] but employs in addition convex integration
scheme for constructing the velocity field using Mikado-like
flows. In doing so, they are able to construct a large class of

5who, together with R.-O. Radu, recently proved the Onsager conjecture for
the 2D Euler equations [45]

velocity fields b which are now exact weak solution of the 3-D
Euler equations with optimal Onsager regularity C1/3− and such
that they induce anomalous diffusion for the passive scalar. It
is unclear at the present time, whether there is Eulerian Spon-
taneous Stochasticity or not in this model. We strongly believe
it is so. Indeed, they obtain a sequence of renormalised diffu-
sivities similar to the one of [3, 4] with an additional space and
time dependence. This sequence retains the same ingredients
(e.g hyper-geometric scale separation and non-autonomous be-
haviour) as the one of [3, 4], leading us to think that the passive
scalar will be spontaneously stochastic. More advanced inves-
tigations are required for confirming this.

From a physicist’s perspective, the lack of selection principle
for 3-D Euler equations, was intuited long ago by Lorenz [59].
This insight marks a paradigm shift in how we perceive turbu-
lence: as a multi-world realm with possibly universal statistical
aspects.

We also stress once again that chaos and spontaneous
stochasticity are not the same phenomenon, though they of-
ten appear together. To distinguish between them, especially
in turbulence studies, it is often more convenient to examine
the behaviour of Lyapunov exponents (or their ansatz) in the
inviscid limit as Re → ∞: chaos yields finite positive values,
whereas spontaneous stochasticity leads to (positive) infinite
values. This is of course, a direct rephrasing of our Definition
1.

A key aspect, particularly in the second part of our work,
is the crucial role of singularities. We have emphasised that a
necessary condition for spontaneous stochasticity is that the in-
viscid system must hit a singular set (in phase space) in finite
time. Therefore, we believe that investigating the existence of
such sets, though still challenging, is a more achievable goal.
Once these sets are identified, the next question concerns renor-
malisation. This is precisely the focus of the RG program ex-
plored in [61, 63, 64, 65, 8], albeit in the context of simpler
(shell) models of turbulence such as Sabra.

Even in the most favorable scenario – where the system en-
counters an isolated Hölder singularity (a non-Lipschitz critical
point) – severe ”hell-after-death” challenges immediately arise.
Indeed, there are infinitely-many possible dynamical scenarios
which can hide within an isolated singularity. We believe that
the nature of singular sets in the Euler equations, and even in
shell models, must be highly complex to capture multifractality
and the emergence of possibly non-unique self-similar blowups
[19]. These difficulties can be managed using renormalisation
techniques, as derivatives diverge, indicating that, at the very
least, understanding non-smooth singular vector fields under
renormalisation is crucial.
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10. Appendix Part I

10.1. Notations and definitions

This section introduces various definitions used in [3, 4].

definition inf α supα meaning
α α 0 1

3 velocity Hölder exponent
β α + 1 1 4

3 streamfunction regularity
q β

4(β−1) +∞ 1 rate of scale separation

δ (q−1)2

4(q+1)(4q−1)
1

16 0
γ q−1

q+1β 1 0

• the minimal scale separation Λ ∈ [27,∞),

• the (hypergeometric) scale separation ϵm

ϵ−1
m = ⌈Λ

qm

q−1 ⌉, m ∈ N. (49)

• Finally, we define a slightly different permissible set than
in [3, 4], for some fixed A > 1:

KA =

∞⋃
j=1

I j, with I j =

[
1
A
, A

]
√

c0ϵ
2β

q+1

j , c0 =
9
80
. (50)

Appendix 11.10 provides detailed proofs using this set,
and in particular how the sequence (6) stays under control.
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• Let Rθ0 > 0, we consider an initial scalar θ0 which satisfies
the analyticity condition:

max
|α|=n
||∂αθ0||L2 ≤ ||θ0||L2

n!
Rn
θ0

,∀n ∈ R. (51)

• One assumes in the following m ∈ {m⋆, · · · ,M} with

m⋆ = min
{
m ∈ N,m ≥ 2, ϵ1+ γ

2
m−1 ≤ Rθ0

}
− 1. (52)

We will discuss afterwards the possibility to consider m⋆ =

0.

10.2. How to numerically implement the Armstrong-Vicol
model

In the following section, we present the numerical meth-
ods used to study the Armstrong-Vicol model, with particu-
lar emphasis on the numerical computation of the vector field,
which is the most challenging aspect. Before proceeding, we
briefly recall the construction of the streamfunction as detailed
in [4]. The streamfunction ϕ of the two dimensional vector field
b = ∇⊥ϕ is defined as the limit of a sequence of streamfunc-
tions (ϕm)m≥0 which are generated recursively according to the
induction relation for m ≥ 1:
ϕm(t, x) = ϕm−1(t, x) +

∑
l∈Z

∑
k∈Z

ζm,k(t)ζ̂m,l(t)ψm,k(X−1
m−1,l(t, x, lτ

′′
m)),

ϕ0(t, x) = 0, (t, x) ∈ [0, 1] × T2.
(53)

The functions ψm,k are the building blocks of the flow and are
chosen in [4] to be,

ψm,k(x) = amϵ
2
m

[
1k∈4Z+1 sin

(
2πx1

ϵm

)
+ 1k∈4Z+3 sin

(
2πx2

ϵm

)]
.

This streamfunction corresponds to a cosine shear flow with
Lipschitz norm am and period ϵm. By definition, ψm,k itself is
time-independent. The smooth alternation between shear flows
in the x1 and x2-directions is controlled by the time cutoff func-
tion ζm,k, which is smooth and compactly supported:

Supp ζm,k ⊂

[(
k −

2
3

)
τm,

(
k +

2
3

)
τm

]
.

This implies that for any given value of t, there is at most one
k ∈ Z such that ζm,k(t)ψm,k(x) , 0. As mentioned in the La-
grangian description 3.1, simply adding shear flows is not suf-
ficient to generate anomalous diffusion. Therefore, the pertur-
bation added to ϕm−1 in (53) is introduced within the reference
frame of the vector field bm−1. This is the role of X−1

m−1,l entering
(53), which is the inverse flow map of the field bm−1 (on a given
time interval). The inverse flow map is obtained as solution of:

∂tX−1
m−1,l + bm−1 · ∇X−1

m−1,l = 0, X−1
m−1,lk (lτ

′′
m, x) = x, (54)

with (t, x) ∈
[(

l − 1
2

)
τ′′m,

(
l + 1

2

)
τ′′m

]
× T2.

The inverse flow map of the field bm−1 is not computed on the
whole [0, 1] time interval but rather on sub-intervals of length

τ′′m ≪ a−1
m−1 ensuring that the inverse flow maps are not de-

formed too much. These inverse flow maps are refreshed every
τ′′m unit of time, the time cutoff ζ̂m,l ensures that this refresh-
ing is done smoothly in time. The new timescale τ′′m must be
homogenised as well, necessitating the introduction of a third
timescale τ′m ≪ τ′′m. This time cutoff ζ̂m,l is therefore smooth
and compactly supported, such that:

1t∈[(l− 1
2 )τ′′m+2τ′m,(l+ 1

2 )τ′′m−2τ′m] ≤ ζ̂m,l ≤ 1t∈[(l− 1
2 )τ′′m+τ′m,(l+ 1

2 )τ′′m−τ′m].

In practice, for a given t and k ∈ Z, there is only one value of
l ∈ Z such that ζm,k(t)ζ̂m,l(t) , 0. This implies that the sums
over k, l appearing in (53) can effectively be written as a sum
over k only.

With this construction, the authors of [4] are able to prove
that, roughly speaking, the L2 norm drop of the passive scalar
advected by bm and with diffusivity κm is of the same order as
that of the passive scalar advected by bm−1 and with diffusivity
κm−1 = κm + c(a2

mϵ
4
m)/κm. We emphasised in section 3.1 that this

homogenisation occurs only if the scales (ϵm, am, τm, τ
′
m, τ

′′
m) are

carefully chosen. In particular, the following constraints must
be satisfied:

τm ≪ τ′m ≪ τ′′m ≪ a−1
m−1,

amϵ
3
m

κm
≪ ϵm−1,

ϵ2
m

κm
≪ τm. (55)

The goal of this procedure is to obtain a large-scale effective
diffusivity κ0 of order unity. We refer the reader to [4] for a
more detailed discussion on these constraints. In particular, the
Hölder regularity of the velocity field b cannot be greater than
1/3 for these constraints to be satisfied.

In [4], the sequence of length scales ϵm is chosen to decrease
hyper-geometrically, and all other scales are built from ϵm such
that the set of constraints is met. However, with the sequence
used in [4], the spatial resolution required to numerically com-
pute ϕ2 would already be prohibitive, while ϕ1 is explicit and
thus not numerically interesting. Therefore, we adopt a dif-
ferent choice of sequences, which retains the hyper-geometric
decay of (ϵm)m≥1, namely:

ϵ−1
m =

⌈
Λ

qm

q−1

⌉
, am = ϵ

β−2
m , τm = τ

′
m,

τ′m =
τ′′m

3(4⌈ϵ−δm ⌉+1)
, τ′′m = 2−2

⌊
am−1

ϵ2δ
m

⌋−1
,

(56)

where q and δ are defined in Appendix 10.1 and the choice of
parameters Λ, β and M are detailed in Table 1.

With this choice of sequences, the hypotheses of Theo-
rem (1.1) from [4] are not strictly satisfied. However, our nu-
merical simulations show that the passive scalar still exhibits
anomalous diffusion. As predicted in [31], this anomalous dif-
fusion of the passive scalar is tantamount to the spontaneous
stochasticity of Lagrangian trajectories. We also give the full
algorithm below. The purpose of the Algorithm 1 is to compute
the streamfunction ϕm. For this we need to integrate the back-
ward flow map equation (54). We do this using pseudo spectral
method. However, we have that X−1

m−1,l(lτ
′′
m, x) = x which obvi-

ously is not a periodic function. In order to tackle this issue we
introduce Y := X−1

m−1,l − 1 which is periodic and satisfies

∂tY = −bm−1 · ∇Y − bm−1, Y(lτ′′m, x) = 0, (57)
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where (t, x) ∈ [(l− 1
2 )τ′′m, (l+

1
2 )τ′′m]×T2. The variable Y in Algo-

rithm 1 is therefore the numerical approximation of the solution
of (57) and the function RHS is the numerical approximation
of the right hand side of (57) computed using a pseudo-spectral
dealiased differentiation.

Algorithm 1 Compute ϕm given ϕm−1

Require: ϕm−1, m, ϵm, τm, τ
′

m, τ
′′

m

find the nl
0 such that tnl

0 = lτ
′′

m, l ∈
{
0, . . . , 1/τ

′′

m

}
.

find the nl
± such that tnl

± = (l ± 1/2)τ
′′

m, l ∈
{
0, . . . , 1/τ

′′

m

}
.

for l ranging from 0 to 1/τ
′′

m do
nm ← nl

0, ni ← nl
−, ns ← nl

+

if l , 0 and l , 1/τ
′′

m then
Y+,Y− ← zeros(Nx,Nx) ▷ Inverse flow maps going

forward (t > lkτ
′′

m) and backward (t < lkτ
′′

m)

ϕ
nl

0
m−1 ← ϕ

nl
0

m−1 +
∑

k∈Z
ζ̂

nl
0

m,lζ
nl

0
m,kψm,k (Id) ▷ In practice the

sum contains at most one non-zero element
f ±0 ← RHS(Y±,bnl

0 )
Y± ← Y± ± δt(c0,0 f ±0 ) ▷ The ci,r are the coefficient of

A-B order r scheme
f ±1 ← RHS(Y±,bnl

0±1)

ϕ
nl

0±1
m−1 ← ϕ

nl
0±1

m−1 +
∑

k∈Z
ζ̂

nl
0±1

m,l ζ
nl

0±1
m,k ψm,k (Y± + Id)

Y± ← Y± ± δt(c0,1 f ±1 + c1,1 f ±0 )
f ±2 ← RHS(Y±,bnl

0±2)

ϕ
nl

0±2
m−1 ← ϕ

nl
0±2

m−1 +
∑

k∈Z
ζ̂

nl
0±2

m,l ζ
nl

0±2
m,k ψm,k (Y± + Id)

Y± ← Y± ± δt(c0,2 f ±2 + c1,2 f ±1 + c2,2 f ±0 )
f ±3 ← RHS(Y±,bnl

0±3)

ϕ
nl

0±3
m−1 ← ϕ

nl
0±3

m−1 +
∑

k∈Z
ζ̂

nl
0±3

m,l ζ
nl

0±3
m,k ψm,k (Y± + Id)

for nt ranging from 4 to nl
± − nl

0 do
n± ← nl

0 ± nt

Y± ← Y± ± δt(c0,3 f ±3 + c1,3 f ±2 + c2,3 f ±1 + c3,3 f ±0 )
f ±0 ← f ±1 , f ±1 ← f ±2 , f ±2 ← f ±3
f ±3 ← RHS(Y±,bn± )
ϕn±

m−1 ← ϕn±
m−1 +

∑
k∈Z

ζ̂n±
m,lζ

n±
m,kψm,k (Y± + Id)

end for
else if l = 0 then

Integrate only forward in time
else

Integrate only backward in time
end if

end for

10.2.1. Numerics: Vector field, passive scalar & Lagrangian
trajectories

From a numerical perspective, the computation of the inverse
flow map is the main bottleneck. This is due to its role in equa-
tion (53), which causes the streamfunction ϕm at a given time
t to depend not only on ϕm−1 at the same time but also on its
values at earlier and later times. In other words, the inverse
flow map renders the recurrence relation (53) non-local in time.

Figure 3 provides a schematic illustration of this temporal non-
locality.

This complex dependence of ϕm on (ϕp)p<m, together with
the requirement to integrate equation (54) both forwards and
backwards in time, represents the primary limitation on the nu-
merical resolution we have been able to attain. Among the var-
ious methods explored, the simplest approach proved to be the
most effective in achieving the highest spatial resolution.

Our procedure is as follows. First, we choose M and con-
struct a space-time grid fine enough to resolve τM and ϵM . We
then compute ϕ1 explicitly on this fine grid and store it. Since
ϕ1 is now available over the entire space-time grid, we can com-
pute ϕ2, store it, and continue this process iteratively until ϕM

is obtained. The main constraint is the size of the file contain-
ing ϕM . In our numerical experiment, ϕM is computed over the
time interval [0, 1/2] on a 20482 grid, resulting in a file several
hundred gigabytes in size. This presents a significant limitation,
preventing us from reaching higher resolutions. Nevertheless,
this approach has the advantage of making the full field im-
mediately accessible, which is particularly useful for studying
passive scalar dynamics and Lagrangian trajectories.

The backward flow map equation (54) is integrated in time
using a third-order Adams-Bashforth scheme, with dealiased
pseudo-spectral differentiation. For further details on the im-
plementation of this scheme, we provide a pseudo-code in Al-
gorithm 1. All the numerical results presented here are obtained
using a vector field bM computed on a Cartesian spatial grid
with resolution δx in each direction and a temporal resolution
δt. The parameters used to compute bM in all our numerical
simulations are listed in Table 1. Theses parameters correspond

M Λ β δx δt

3 2.5 1.2 1
4 2⌊log2(ϵM )⌋ τM/8

Table 1: Parameters used in numerical simulations.

to a space grid of 20482 points and a time step δt ≃ 4 × 10−5.
To determine whether anomalous diffusion can be observed

numerically, we need to integrate the passive scalar equation.
This equation is solved using a third-order exponential Adams-
Bashforth scheme. This exponential integration method enable
us to better handle the numerical stiffness of the Laplace oper-
ator:

∂tθ
κ + e−tκ∆

[
bM · ∇(etκ∆θκ)

]
= κ∆θκ, θκ(0, x) = 0, (58)

The solution θκ to this advection-diffusion equation is computed
on the same space-time grid as ϕM . From the numerical inte-
gration of (58), we extract several observables, such as ∥θκ∥L2

and ∥∇θκ∥L2 to assess whether the system exhibits anomalous
diffusion. The passive scalar field is computed on the same
space-time grid as bM , and in the results we presented, the ini-
tial condition is a smooth random gaussian field given by

θ0(x) =
∑
n∈Z2

0<|n|≤ 2
ϵM−1

gω(n)

⟨n⟩2−
β
2

e2iπn·x. (59)
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Here, gω(n) is a complex random Gaussian variable with zero
mean and unit variance. These variables are independent and
satisfy the Hermitian symmetry condition gω(n) = gω(−n). We
use the Japanese bracket notation ⟨n⟩ =

√
1 + n2, and the ex-

ponent 2 − β
2 is chosen such that the initial condition remains

smooth for finite M while exhibiting large-scale regularity 1−α
2 ,

which corresponds to the Onsager critical regularity for anoma-
lous diffusion of the passive scalar to occur.

For the integration of the backward Lagrangian trajectories
governed by Equation (13), we follow the approach of [31],
transforming the backward SDE into a forward SDE by intro-
ducing the time variable s for ŝ := t f − s where t f = 0.5 is the
final simulation time. The forward SDE is integrated using an
Euler-Maruyama scheme with the same time step as that used
for computing bM . The variance is then estimated using the
unbiased estimator

σ2
κ(s) :=

2
N − 1

N∑
n=1

|Xn(s) − XN(s)|2

where Xn are independent realisations of the process (13) and

XN(s) =
1
N

N∑
n=1

Xn(s).

11. Appendix Part II

11.1. Proof of Proposition 1 Subsection 5.2

We first prove that if (SpSt) holds then necessarily there
are least two distinct trajectory solutions of the problem (P0)
starting from the same initial condition x0: one associated
with the limsup and one with the liminf. We proceed by
contradiction by assuming that (SpSt) holds and there is a
unique solution of (P0). We denote Φκ(s) := Φs[ f (·, κ)]x0
and Φ0(s) := Φs[ f0(·)]x0. We want to show that, ∀s ∈ [0, t],
||Φκ(s) − Φ0(s)|| → 0 uniformally. Under hypothesis (H0), this
is straightforward. However, for self-consistency we provide
the details of the proof.

We have Φκ(s) = x0 +
∫ s

0 f (Φκ(s′), κ)ds′ so that ||Φκ(s)|| ≤
||x0|| + t supx || f (x, κ)|| ≤ C uniformally (in κ and s). Similarly,
since Φ̇κ = f (Φκ, κ), ||Φ̇κ|| ≤ C uniformally, the time derivatives
being uniformally bounded, one obtains uniform equicontinuity
(by the mean value theorem). One can therefore use the Arzelà-
Ascoli theorem which gives uniformally convergent subse-
quences {Φκ j } converging to some Φ⋆ (depending on the subse-
quence). We can write Φκ j (s) = x0 +

∫ s
0 f (Φκ j (s′), κ j)ds′ and by

uniform convergence of the subsequence together with the uni-
form convergence || f (·, κ j) − f0(·)||∞ → 0 (and dominated con-
vergence), one obtains Φ⋆(s) = x0 +

∫ s
0 f0(Φ⋆(s′))ds′. Since by

hypothesis, one has assumed the solution of (P0) to be unique,
then Φ⋆ = Φ0 (for all subsequences). We therefore obtain the
uniform convergence Φκ → Φ0. Then using the continuity of
the observable, one also has O(Φt[ f (·, κ)]x0) → O(Φt[ f0(·)]x0),
or using the notations of Definition 1 lim supκ→0A(κ) =
lim infκ→0A(κ) giving a contradiction.

One has therefore two well-defined trajectories, say Φ+s x0
and Φ−s x0, s ∈ [0, t] corresponding to limsup and liminf resp.
starting from the same x0 such that Φ+t x0 , Φ

−
t x0. This is just

finite-time separation of trajectories in phase space since t < ∞
by hypothesis.

The proof that (B)⇒ (SpSt) is easy: if two trajectories with
same initial condition x0 separate in the inviscid limit κ → 0
before time t, then one can exhibit two subsequences corre-
sponding to these two trajectories. One then uses an observable
measuring for instance the distance between the two positions
at time t. One has obviously (SpSt) ⇐⇒ (C). We write the
proof for self-consistency. Proposition (C) is a lack of selec-
tion principle which means that one can find two subsequences
κ1, κ2 → 0 such that xκ j (t; x0)→ x j, j = 1, 2 where xκ j are solu-
tions of the well-posed problems (Pκ j ), and x1 , x2 are two dis-
tinct solutions of the inviscid problem (P0). One can then dis-
tinguish a continuous observable such that O(x1) , O(x2) (one
can invoke a general result in topology for normal spaces, hold-
ing trivially for Rn) and by continuity (SpSt) follows. The con-
verse is trivial, also using the continuity of the observable.

11.2. Proof of Property 2

Assume that O|S 0 = cst. Since S 0 is compact, for all
sequences κ j → 0, there exists a subsequence such that
Φt[ f (·, κ jk )]x0 → ϕ⋆ and ϕ⋆ ∈ S 0. Since O is continuous by
hypothesis, one has therefore A(κ jk ) → O(ϕ⋆) = cst and thus
A+ = A− giving a contradiction. Note that the connectedness
of S 0, from Kneser’s theorem, can be used together with the
continuity of O to infer that O(S 0) is a closed interval. If O is
constant, then the contradiction becomes immediate.

11.3. Pedestrian proof of Lemma 1

We denote J(T ) =
∫ ∞

1 F ◦ γ(τT ) dτ
τ2 =

∫ ∞
T F ◦ γ(τ)ωT (τ)dτ

with ωT (τ) = T
τ2 and R(T ) = 1

T

∫ T
1 F ◦ γ(t)dt. We split the

integral like

J(T ) =
∑
n≥0

1
2n+1

∫ 2n+1T

2nT
F ◦ γ(τ)gT (τ), gT (τ) =

2n+1T
τ2 ,

∫ 2n+1T

2nT
gT (τ)dτ = 1.

We have ∣∣∣∣∣∣∣
∫ 2n+1T

2nT
F ◦ γ(τ)gT (τ)dτ − F̄

∣∣∣∣∣∣∣ ≤∣∣∣∣∣∣∣∣∣∣∣∣
∫ 2n+1T

2nT
F ◦ γ(τ)

(
gT (τ) −

1
2nT

)
dτ︸                                      ︷︷                                      ︸

I

∣∣∣∣∣∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣∣∣∣∣∣

1
2nT

∫ 2n+1T

2nT
F ◦ γ(τ)dτ − F̄︸                              ︷︷                              ︸
II

∣∣∣∣∣∣∣∣∣∣∣∣ .
The second term is just II = 2R(2n+1T ) − R(2nT ) which con-
verges to zero uniformally in n, and we write |II| ≤ ϵ

2 . The term

I is more difficult. First notice that
∫ 2n+1T

2nT Ω(τ)dτ = 0 where
Ω(τ) = gT (τ) − 1

2nT =
2n+1T
τ2 −

1
2nT . Then I =

∫
F ◦ γΩdτ =
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∫
(F ◦ γ − F̄)Ωdτ +

∫
F̄Ωdτ =

∫
(F ◦ γ − F̄)Ωdτ + F̄

∫
Ωdτ =∫

(F ◦ γ − F̄)Ωdτ and therefore

|I| ≤ sup
τ∈[2nT,2n+1T ]

|Ω(τ)|

∣∣∣∣∣∣∣
∫ 2n+1T

2nT
(F ◦ γ(τ) − F̄)dτ

∣∣∣∣∣∣∣
Writing Ω(τ) = 2a/τ2 − 1/a for τ ∈ [a, 2a] with a = 2nT , an
easy calculation shows that the sup is 1/a. We thus obtain

|I| ≤

∣∣∣∣∣∣∣ 1
2nT

∫ 2n+1T

2nT
(F ◦ γ(τ) − F̄)dτ

∣∣∣∣∣∣∣ .
But the right-hand side is just the term II, i.e. |I| ≤ |II|. We are
thus ready to conclude, noticing that

∑
n≥0

1
2n+1 = 1, one has

|J(T )− F̄| ≤
∑
n≥0

1
2n+1

∣∣∣∣∣∣∣
∫ 2n+1T

2nT
F ◦ γ(τ)gT (τ)dτ − F̄

∣∣∣∣∣∣∣ ≤ 2|II| ≤ ϵ.

11.4. Proof of Prop. 3

• M0 is compact and convex. It is convex since taking
µ1, µ2 ∈ P(S 0) then for θ ∈ [0, 1], µ(S 0) = (1 − θ)µ1(S 0) +
θµ2(S 0) = 1. Moreover, for all Borel sets B ⊂ S 0, µ(B) ≥ 0
since µ1(B), µ2(B) ≥ 0 and thus µ ∈ M0. Due to the
compacity of S 0, one has immediate tightness: for all
µ ∈ P(S 0), µ(S 0) = 1 so that the probability measures in
P(S 0) are tight. Prokhorov theorem then states that tight-
ness of probability measures in a Polish space is equivalent
to be relatively compact in the weak topology. It thus re-
mains to show that the set is closed. Let µk ⇀ µ then since
lim supk→∞ µk(S 0) ≤ µ(S 0), then µ(S 0) ≥ 1. By weak
convergence µ(Rd) = 1 and µ(B) ≥ 0 for all Borel sets,
therefore µ(S 0) ≤ 1 i.e. µ(S 0) = 1 and µ ∈ M0.

• M(γ) ⊆ M0. Let µ ∈ M(γ), from (H0) any convergent
subsequences τk → ∞, γ(τk) → γk is such that γk is solu-
tion of (P0) (since f (·, 1/τk) converges uniformally to f0),
i.e. γk ∈ S 0. Denote the closure of the set of all accumu-
lation points by γ̄. From the previous remark, γ̄ ⊂ S 0. Let
N be some open set with N ∩ S 0 = ∅, and thus N ∩ γ̄ = ∅,
then µ(N) = limTn→∞ 1/Tn

∫ Tn

0 χτ∈N(γ(s))ds = 0. Since
the probability measure µ has support contained in S 0 then
µ ∈ M0.

• M(γ) is compact. The space M(γ) is non-empty due to
tighness. We first show that it is compact in the weak
topology. It suffices to show that it is closed and since it is
in the compact set P(S 0) it is compact as well. The proof
is a classical diagonal argument. Let µk ∈ M(γ) → µ.
By hypothesis, there is a sequence Tn,k → ∞ such that
limn→∞ 1/Tn,k

∫ Tn,k

0 F(γ(s))ds = ⟨µk, F⟩. For each n, one

can choose k = k(n) such that |1/Tn,k
∫ Tn,k

0 F(γ(s))ds −
⟨µk, F⟩| ≤ 1/n. The sequence T ′n = Tn,k(n) is such that
limn→∞ 1/T ′n

∫ T ′n
0 F(γ(s))ds = ⟨µ, F⟩, i.e. µ ∈ M(γ).

• Nonconvexity. It is useful to give a counter-example.
Let γ(s) = ei log s and write the test functions like
F(z) =

∑
k≥0 Fkzk. Let C(T ) = 1/T

∫ T
0 F(γ(s))ds =∑

k≥0 Gkeik log T with Gk = Fk/(1 + ik). Then we can ex-
hibit subsequences of the form T (a)

n = e2πn+an with an → a.
It gives the family of measures ⟨µa, F⟩ =

∑
k≥0 Gkeika.

Consider two distinct measures µa1 , µa2 then one must
find a sequence Tn such that C(Tn) →

∑
k≥0 Gk(θeika1 +

(1 − θ)eika2 ). It gives the constraint: ∀k ≥ 0, ei log Tn →(
θeika1 + (1 − θ)eika2

) 1
k . This is not possible (unless Tn de-

pends on k).

• Genericity. This is a tautology: suppose that M(γ) does
not reduce to a singleton, and there is a measure µ inM(γ)
such that γ is generic for µ, then M(γ) must reduce to
a singleton (since all subsequences would have the same
limit), giving a contradiction.

11.5. Convex example

We consider γ(s) = tanh(s sin log s) and want
to compute I(T ) = 1/T

∫ T
0 F(γ(s))ds for large T .

We write F(z) =
∑

k≥0 Fkzk. For k even, one has
I(T ) ∼ 1. One must discuss the case k odd. We write
I(R) = e−R

∫ R
−∞

tanhk(es sin s)esds with R = log T . Let
R−1 ≪ δ ≪ 1 such that | tanhk(es sin s) − sign(sin s)| ≤ δ then

I(R) = e−R
∫ δ−1

−∞
tanhk(es sin s)esds + e−R

∫ R
δ−1 tanhk(es sin s)esds

since | tanhk(es sin s)| ≤ 1, the first term is negligible (it is
bounded by e−R(1−δ−1/R)). We thus focus on the second term
only, i.e. CR = e−R

∫ R
δ−1 sign(sin s)esds up to correction terms

uniformally bounded by δ − e−R(1−δ−1/R).
We obtain CR = e−R ∑ j1

j= j0

∫ ( j+1)π
jπ (−1) jesds +

e−R
∫ j0π
δ−1 (−1) j0−1esds + e−R

∫ R
( j1+1)π(−1) j1+1esds where j0 =

⌈δ−1/π⌉ and j1 = ⌊R/π⌋ − 1. It is CR = e−R ∑ j1
j= j0

(−1) j(e( j+1)π −

e jπ) − (−1) j0 e−R(e j0π − eδ
−1

) − (−1) j1 (1 − e⌊R/π⌋π−R).

CR ∼ Γ(R) := (−1)⌊
R
π ⌋

(
1 −

2eπ

1 + eπ
exp

(
−(R − π

⌊R
π

⌋
)
))
.

Coming back toM(γ), one must look at subsequential limits of
ad-hoc subsequences Tn → ∞, taking Rn = log Tn = 2nπ + απ,
and Rn = (2n + 1)π + β, where α, β ∈ [0, 1] one obtains two
families for 0 ≤ x ≤ 1:

µx =
1
2

(1 ± Θ(x))δ+1 +
1
2

(1 ∓ Θ(x))δ−1, Θ(x) = 1 −
2e−πx

1 + e−π
.

One can equivalently write: µθ = θδ+1 + (1 − θ)δ−1 where θ ∈
[σ, 1 − σ], σ = 1

1+eπ . For the sake of rigour, let F ∈ Cb, there is
a sequence of analytic functions Fn → F uniformally such that
using continuity of the functional F 7→ ⟨µ, F⟩, the result holds
for all F ∈ Cb. This example gives a situation where M(γ) is
indeed convex.
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11.6. Proof of Theorem 1
The fact thatM0 = co(E) is a standard result which is a con-

sequence ofM0 being compact and convex and Krein-Milman
theorem (see proof Appendix 11.4).

• Proof that for all x ∈ S 0, there exists γx ∈ Reg such that
M(γx) = {δx}.
Consider the set of trajectories of the inviscid system
{Φsx0, s ∈ [0, t]}. One can select a trajectory call g in
this set such that g(t) = x (otherwise it would contra-
dict x ∈ S 0). This trajectory is C1 since ġ = f0(g) and
f0 is continuous. We first use Stone-Weierstrass to ap-
proximate ġ by C∞ functions and then one obtain C∞ gϵ
such that gϵ(0) = x0 and ||gϵ − g||C1 → 0. We then con-
struct a vector field Fϵ = ġϵ in a small tubular neigh-
borhood of g of radius size ϵ. We use a partition of
unity so that fϵ = θϵFϵ + (1 − θϵ) f0, namely fϵ is equal
to f0 outside the tube but connects smoothly to Fϵ in-
side. We show that this vector field satisfies (H0). In-
side the tube, one has || fϵ(x) − f0(x)|| = ||Fϵ(x) − f0(x)|| ≤
||Fϵ(x)− f0(g(x))||+|| f0(x)− f0(g(x))||. The first term goes to
zero by the definition of Fϵ (ġϵ → ġ = f0(g) uniformally).
The second term goes to zero uniformally by continuity
of f0 and the definition of the tubular neighborhood. Out-
side the tube fϵ = f0. In order to conclude, one has by
construction ||gϵ − g||C0 → 0 and is the unique solution of
ẋ = fϵ(x), x(0) = x0.

• Proof that any finite convex combination of Dirac measure
is inM.
Let x, y ∈ S 0, x , y. We denote fx(·, ϵ) the regularisa-
tion constructed above such that the inviscid limit attain
x, and similarly for y. Let θ ∈ (0, 1), we will construct a
regularisation of the form fθ(·, ϵ) = aθ(ϵ−1) fx(·, ϵ) + (1 −
aθ(ϵ−1)) fy(·, ϵ). We consider

aθ(τ) =
1
2

(1 + tanh(τpθ(τ)))

with pθ(τ) = sin 2πτ + sin π(θ −
1
2

). (60)

It is designed such that a(τ) is asymptotically behaving
like a periodic step function with values 1 during an inter-
val of length converging to θ and 0 during an interval of
length converging to 1 − θ. The function fθ satisfies (H0)
since || fθ − f0||∞ = ||a( fx − f0) + (1 − a)( fy − f0)||∞ ≤ || fx −

f0||∞+ || fy− f0||∞ and fx, fy satisfy (H0) by hypothesis. One
then write 1/n

∫ n
0 F(γ(s+s0))ds = 1/n

∑n−1
k=0

∫ 1
0 F(γ(s+s0+

k))ds ≈ 1/n
∑n−1

k=0(θF(x) + (1 − θ)F(y)) where s0 ∈ (0, 1)
is such that γ(s + s0 + k) ≈ x for s ∈ [0, θ] and ≈ y for
s ∈ [θ, 1]. As usual, the boundary terms does not con-
tribute to the weak limit which is thus θδx + (1 − θ)δy. We
do not write all the details but the rapid switches between
0 and 1 yield a small remainder term in the Cesàro mean
of size O(1/n).
In order to conclude, the proposed construction can be ex-
tended to switches between any finite number of arbitrary
points x ∈ S 0. One has thus co(E) ⊆ M ⊆ M0 = co(E),
taking the closure one concludes thatM =M0.

11.7. M(γun) =M0: a universal non-renormalised regulariza-
tion.

Let bn := (xn, yn, θn) ∈ B := S 0 × S 0 × [0, 1] a sequence
which is sequentially dense, meaning that for all b ∈ B one
has a convergent subsequence bnk → b. Let Tn → ∞ a given
sequence to choose. Call χn : R+ → [0, 1] a partition of unity
such that

∑
n χn(s) = 1 and χn(s) = 1, s ∈ [Tn + δ,Tn+1 − δ]

and zero if not. We define γun(τ) =
∑

n χn(τ)γxn,yn,θn (τ) where
γx,y,θ is the regularization curve constructed in the proof above
(11.6). We must choose Tn so that Tn+1 − Tn is large enough
to distinguish at least one period of aθ in (60). In the interval
(Tn,Tn+1), the curve is approximating θnxn + (1 − θn)yn. Due to
the sequential density, one can exhibit subsequences nk → ∞

such that xnk , ynk , θnk → x, y, θ, namely µTnk
→ θδx + (1 − θ)δy.

This construction shows that M(γun) = co(E). Taking the
closure, one obtainsM(γun) =M0.

11.8. Dini derivatives and proof of Theorem 2

Although we do not use Dini derivatives explicitly, it is
closely related to Definition 3. We just recall very few well-
known properties.

Definition 5. Let f (x) be a real valued function defined in
(a, b), the four Dini derivatives at x0 are defined as

D± f (x0) = lim sup
x→x±0

f (x) − f (x0)
x − x0

,

D± f (x0) = lim inf
x→x±0

f (x) − f (x0)
x − x0

.

±∞ is allowed.

We state some Dini properties for general functions (not nec-
essarily continuous)

• if f is continuous in (a, b), and D(x) ∈ {D±± f (x)} > 0(<
0), ∀x ∈ (a, b) then f is strictly increasing (decreasing).
In other words, one needs only one of the Dini derivative.

• Let f be continuous on (a, b) with at least one of the Dini
derivatives bounded (e.g. |D+ f (x)| ≤ C,∀x ∈ (a, b)) then f
is Lipschitz on (a, b).

Deeper results can be found in [44, 14].

The proof of Theorem 2 is simple, since it is mostly a
rephrasing of non-Lipschitz property using Dini-like quantities
but translated in the ”Osgood framework”. We show the contra-
positive of Theorem 2. We restrict x to a compact set M ⊂ Rn.
Therefore, ∃C,∀(x, v) ∈ M × Sn−1,Λ+

Ω
(x, v) ≤ C < +∞. We

need to show that in this case ẋ = f (x), x(0) = x0 ∈ M has a
unique solution. Note that f might not be necessarily Lipschitz.
Consider v = y−x

||y−x|| . Using the uniform bound above, for small
enough t > 0, one has ⟨ f (x + tv) − f (x), v⟩ ≤ CΩ(t), and taking
t = ||y − x|| gives the one-sided inequality

⟨ f (y) − f (x), y − x⟩ ≤ C||y − x||Ω(||y − x||).
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Denote g(||y − x||2) = ||y − x||Ω(||y − x||). Then by the one-sided

Osgood Lemma, uniqueness occurs if
∫

0+

dz
g(z)

=

∫
0+

dz
Ω(z)

=

+∞ which is just the hypothesis of Theorem 2. Note that the
nonautonomous case holds as well: this is Giuliano’s unique-
ness Theorem with a time-dependent measurable constant (see
Theorem 3.5.1 in [1]).

11.9. Notations used in the rest of Part II
It will be useful to introduce the compact notations

A(κ) := κ||∇θκ||2L2((0,1)×T2) Am(κm) := κm||∇θm||
2
L2((0,1)×T2)

A+ := lim sup
κ→0

A(κ) A− := lim inf
κ→0

A(κ)

A+m⋆
:= lim sup

κ→0
Am⋆ (κm⋆ (κ)) A−m⋆

:= lim inf
κ→0

Am⋆ (κm⋆ (κ))

κ+ := lim sup
κ→0

κm⋆ (κ) κ− := lim inf
κ→0

κm⋆ (κ)

,

(61)
with κ ∈ KA. Note that κm is always understood as depending
on the initial condition κM = κ (see (6)). In fact, it is important
to notice that the mapping κm 7→ κm−1 is non-autonomous and
any limit M → ∞ must be understood as a pullback limit for
fixed m. In principle, one should always write the term κm as
depending on both κ and M. In order to avoid heavy notations,
we will write κm, unless needed.

11.10. Proofs of Theorem 3 and Property 4 in section 7
As announced in the main text, the following proofs are

based on the ArXiv version [3]. In the following, it will be
useful to have lower and upper bounds for the products

Π±a,b,m :=
M−1∏
k=m

(1 ± aϵb
k ), ϵk = ϵ

q
k−1, a > 0, b > 0. (62)

The upper bound is found by using log(1 + x) ≤ x giving
S a,b,m ≤ a

∑M−1
k=m ϵb

k = aϵb
m
∑M−1

k=m (ϵk/ϵm)b and since ϵk+1/ϵk =

ϵ
q−1
k ≤ ϵ

q−1
m = Λ−qm

then S a,b,m ≤ aϵb
m
∑M−1

k=m gk = aϵb
m

1−gM−m

1−g ≤

aϵb
m/(1 − g) where g = Λ−bqm

. For the lower bound, we
use log(1 + x) ≥ λx for 0 < λ < 1 valid for x ≤ C−λ
where log(1 + C−λ ) = λC−λ (for λ ∼ 1, C−λ ∼ 2(1 − λ)). It
gives S a,b,m ≥ λaϵb

m
∑M−1

k=m (ϵk/ϵm)b ≥ λaϵb
m provided ϵb

M−1 <
· · · < ϵb

m ≤ C−λ . We are also interested in a lower bound
for Π−a,b,m, we use log(1 − x) ≥ −λx for x small enough
and λ > 1, namely x ≤ C+λ with log(1 − C+λ ) = −λC+λ .
It gives Π−a,b,m ≥ −λaϵb

m
∑M−1

k=m (ϵk/ϵm)b ≥ −λaϵb
m
∑M−1

k=m gk =

−λaϵb
m(1 − gM−m)/(1 − g) ≥ −λaϵb

m/(1 − g). There are now two
constraints, first 1 − aϵb

M−1 > · · · > 1 − aϵb
m > 0 and ϵb

m ≤ C+λ .
To summarise, we have

Πa,b,m ≥ exp
(
λaϵb

m

)
≥ 1

for ϵb
m ≤ C−λ , 0 < λ < 1

Πa,b,m ≤ exp
(
aϵb

m(1 − Λ−bqm
)−1

)
Π−a,b,m ≥ exp

(
−λaϵb

m(1 − Λ−bqm
)−1

)
for ϵb

m ≤ min{C+λ , a
−1}, λ > 1.

(63)

The key aspect to remember is that Π±a,b,m can be made arbi-
trarily close to 1 by increasing Λ.

11.10.1. Lemma 2
Lemma 2. Let ε > 0. Provided Λ ≥ (C

ϵ
)

1
δ and M is large

enough, one has

σ−Am⋆ (κ⋆m) ≤ A(κ) ≤ σ+Am⋆ (κ⋆m). (64)

where

σ± :=
(
e±ε ± γM

)2
, γM := Cϵ

β(q− 2
q+1 )

M ≪ 1. (65)

Proof: it relies on several ”hard” estimates which are deeply
rooted in [3]. The main one is (5.72) from their Proposition 5.2,
that we reproduce

(5.72)
∣∣∣∣∣ Am(κm)
Am−1(κm−1)

− 1
∣∣∣∣∣ ≤ Cϵδm−1.

The aim is to iterate this estimate several times from M to m⋆

using the quantities Π±C,δ,m⋆ introduced in (62). From (5.72)[3]
(or see (5.100)[3]), one easily obtains

Am⋆ (κ⋆m)Π−C,δ,m⋆ ≤ AM(κM) ≤ Am⋆ (κ⋆m)Π+C,δ,m⋆ , κM = κ.
(66)

From (39), one has Cϵδm⋆ ≤ Cϵδ1 ≤ CΛ−δ ≤ ε < 1 and (63) can
be used. It reads

e−2ε ≤ exp
(
−λCϵδm⋆ (1 − Λ−δq

m⋆

)−1
)
≤ Π−C,δ,m⋆ , Π+C,δ,m⋆ ≤

exp
(
Cϵδm⋆ (1 − Λ−δq

m⋆

)−1
)
≤ e2ε

One can now prove Lemma 2. We then write Eq.(5.103) in
[3] using our notations, it is

||θ − θM ||
2
L∞((0,1);L2(T2)) + κ||∇θ − ∇θM ||

2
L2((0,1)×T2) ≤ γ

2
MAm⋆ (κ⋆m).

(67)
For the upper bound, one starts from

√
κ||∇θ|| ≤

√
κ||∇θ −

∇θM || +
√
κ||∇θM ||. It is using the above notations and κM = κ,

√
κ||∇θ|| ≤

√
κ||∇θ − ∇θM || +A

1
2
M(κM). Then one uses (66), (67)

so that
√
κ||∇θ|| ≤ γMA

1
2
m⋆ (κ⋆m) +A

1
2
M(κM) ≤ (γM + eε)A

1
2
m⋆ (κ⋆m).

For the lower bound, one starts from the reverse inequality and

the definition of AM:
√
κ||∇θ|| ≥ A

1
2
M(κM) −

√
κ||∇θ − ∇θM || ≥

A
1
2
M(κM)−γMA

1
2
m⋆ (κ⋆m), then using the lower bound of (66) gives

√
κ||∇θ|| ≥ (e−ε − γM)A

1
2
m(κ⋆m). Now to square this inequality,

one must choose M large enough to insure that γM < e−ε. Note
that γM = CΛ−qMβ

q+2
q+1 ∼ CΛ−2qM

when β → 4
3 and in view

of (39), γ1 is already a very small number, much smaller than
ε.

11.10.2. Lemma 3
Lemma 3. Let 1 < A ≤ 1

2 ϵ
−γ
m⋆ . The sequence (6) with admissible

set KA is such that

κ+

κ−
≥ c1A2, c1 = e−2ϵ2γ(q−1)

m⋆ ≈ 1. (68)
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Moreover, there exists universal constants 0 < c < C < ∞ such
that for all m ∈ {m⋆, · · · ,M − 1}

cϵβ+γm ≤ κm ≤ Cϵβ+γm . (69)

In particular κ− > 0 and κ+ − κ− ≤
√

c0ϵ
β
m⋆ .

We notice that Lemma 3.4 in [3] provides lower and upper
bounds for the renormalised sequence (6). Unfortunately, they
cannot be used to obtain a lower bound on the term κ+/κ−. We
therefore need to investigate the sequence more closely, that is,
to establish a new sharper version of Lemma 3.4 in [3].

We set
κm = (ϵβ+γm c

1
2
0 )sm, m ∈ {m⋆, · · · ,M}. (70)

It gives (ϵβ+γm−1c
1
2
0 )sm−1 = (ϵβ+γm c

1
2
0 )sm + c0ϵ

2β
m c−

1
2

0 ϵ
−β−γ
m

1
sm

, sm−1 =

ϵ
β+γ
m

ϵ
β+γ
m−1

sm +
ϵ
β−γ
m

ϵ
β+γ
m−1

1
sm

: sm−1 =
(
ϵm
ϵm−1

)β
ϵ
−γ
m ϵ

−γ
m−1

(
ϵ

2γ
m sm +

1
sm

)
. We recall

that γ = q−1
q+1β and ϵm = ϵ

q
m−1. It gives (ϵm/ϵm−1)βϵ−γm ϵ

−γ
m−1 =

ϵ
(q−1)β
m−1 ϵ

−γ(q+1)
m−1 = 1. We thus consider the prefactor map

sm−1 = gm(sm), gm(s) := ϵ2γ
m s+

1
s
, m ∈ {m⋆+1, · · · ,M}. (71)

We assume that there exists some A > 1 which does not depend
on M such that

κM ∈ c
1
2
0 ϵ

2β
q+1

M [
1
A
, A], A > 1. (72)

It gives using the fact that ϵ2β/(q+1)−(β+γ)
M = ϵ

−2γ
M :

sM ∈ ϵ
−2γ
M [

1
A
, A], and sM−1 ∈ [

1
A
+ Aϵ2γ

M , A +
1
A
ϵ

2γ
M ] ≈ [

1
A
, A].

We thus expect that the intervals are almost invariant at lead-
ing order. The goal is to find some constraint on A such that
the mapping [s−m, s

+
m] → [s−m−1, s

+
m] stays nearly constant and

≈ [ 1
A , A]. Following [3], one has

max
{

sm−1,
1

sm−1

}
≤ (1 + ϵ2γ

m ) max
{

sm,
1
sm

}
. (73)

Proof: denote Mm = max{sm, 1/sm}, assume that sm−1 ≥ 1/sm−1
then sm−1 = Mm−1 ≤ (1 + ϵ2γ

m )Mm. Assume now that sm−1 ≤

1/sm−1, then sm−1 ≥ (1+ ϵ2γ
m ) min{sm, 1/sm} = (1+ ϵ2γ

m )/Mm and
thus 1/sm−1 = Mm−1 ≤ (1 + ϵ2γ

m )−1Mm ≤ (1 + ϵ2γ
m )Mm.

Using the fact that MM−1 = A + 1
A ϵ

2γ
M , one has, iterating from m

to M − 1:
Mm ≤ (A +

1
A
ϵ

2γ
M )Π1,2γ,m+1, (74)

Since Π1,2,γ,m+1 can be made arbitrarily close to one by increas-
ing Λ, s0 stays in the interval ≈ [ 1

A , A] up to an error which can
be made arbitrarily small by increasing Λ. As mentioned be-
fore, this is not enough to infer a lower bound for s+m/s−m. How-
ever, based on (74) and the definition of Mm, one can write:

s+m ≤ A
(
1 +

1
A2 ϵ

2γ
M

)
Π1,2γ,m+1 ≤ A(1 + ϵ2γ

M )e2ϵ2γ
m⋆+1 ≤ 2A. (75)

One has also s−m ≥
1

2A . By hypothesis 1 < A ≤ 1
2 ϵ
−γ
m⋆ , i.e.

s+m ≤ ϵ
−γ
m so that g′m(s) ≤ 0 for s ≤ s+m. One can therefore

assume that the sequence is decreasing in the interval [s−m, s
+
m].

As a consequence,

s+m−1

s−m−1
=

s+m
s−m

1 + (s−m)2ϵ
2γ
m

1 + (s+m)2ϵ
2γ
m

≤
s+m
s−m
, ∀m ∈ {m⋆ + 1, · · · ,M − 1}.

It gives, using (63) twice,

s+m⋆

s−m⋆

=
s+M−1

s−M−1

M−1∏
k=m⋆+1

1 + (s−k )2ϵ
2γ
k

1 + (s+k )2ϵ
2γ
k

≥
s+M−1

s−M−1

1
Π4A2,2γ,m⋆+1

≥
s+M−1

s−M−1
exp

− 4A2ϵ
2γ
m⋆+1

1 − Λ−2γqm⋆+1

 (76)

Therefore, with A ≤ 1
2 ϵ
−γ
m⋆ , one obtains the lower bound for M

large

s+m⋆

s−m⋆

≥
A2 + ϵ

2γ
M

1 + A2ϵ
2γ
M

exp
(
−2ϵ−2γ

m⋆ ϵ
2γ
m⋆+1

)
≳ A2 exp

(
−2ϵ2γ(q−1)

m⋆

)
.

(77)
From (70) and (75), one has κ+ − κ− ≤ κ+ ≤ 2A

√
c0ϵ

β+γ
m⋆ ≤

ϵ
β
m⋆ . The inequality (69) also follows with the constants c ≈

(2A)−1 √c0 and C ≈ (2A)
√

c0.

11.10.3. Proof thatA−m⋆
> 0

This is a simple consequence of the Poincaré inequality
and energy estimate: d

dt ||θm⋆ (t, ·)||2L2 = −2κm⋆ ||∇θm⋆ (t, ·)||2 ≤
−8π2κm⋆ ||θm⋆ (t, ·)||2L2 and thus 2Am⋆ (κm⋆ ) = ||θ0||

2
L2 −

||θm⋆ (1, ·)||2L2 ≥
(
1 − e−8κm⋆π

2
)
||θ0||

2. Therefore, one can write

A−m⋆
≥ 1

2

(
1 − e−8κ−π2

)
> 0 using the fact that κ− > 0 by Lemma

3.

11.11. Proof of the main Theorem 3
The proof can be achieved with only few steps. First, one has

A−m⋆
> 0 (see previous subsection) and in light of (64)A− > 0.

The consequence of the sharp estimates in Lemma 2 is that one
can investigate the limit κ → 0. In view of Lemma 3.4 in [3],
condition (3.45), one takes M such that

1
A
√

c0ϵ
2β

q+1

M ≤ κ ≤ A
√

c0ϵ
2β

q+1

M . (78)

One therefore considers the limit κ → 0 with M =

M(κ) satisfying (78). Due to the hypergeometric scale
separation, (78) implies that M scales like a double log-
arithm of κ. We then want to obtain a sufficient con-
dition that guarantees the lack of convergence of A(κ) to
a well-defined value. As a consequence of Lemma 2,
one has lim supκ→0 σ

−Am⋆ (κm⋆ (κ)) ≤ lim supκ→0A(κ) and
lim infκ→0A(κ) ≤ lim infκ→0 σ

+Am⋆ (κm⋆ (κ)). Since σ± =
σ±(M(κ)) converge to e±2ε, one has A+ ≥ e−2εA+m⋆

and A− ≤
e2εA−m⋆

. We can thus state

A+

A−
≥ e−4εA

+
m⋆

A−m⋆

. (79)
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The sufficient condition for having spontaneous stochasticity is
therefore to have

A+m⋆
A−m⋆

> e4ε. The rest of the proof is to insure
this is indeed possible. We first prove in Appendix 11.11.1 that
for m⋆ = 0, one has

A+m⋆

A−m⋆

≥
κ+

κ−
4π2

ρ0
e−4π2(κ+−κ−), ρ0 :=

||∇θ0||
2
L2

||θ0||
2
L2

≥ (2π)2. (80)

Lastly, from Lemma 3: A+

A−
≥ e−4εA

+
m⋆
A−m⋆

≥

e−4ε 4π2

ρ0
e−4π2(κ+−κ−)c1A2 and e−4π2(κ+−κ−) ≥ e−4π2 √c0ϵ

β
0 . Let

us call fλ(A) = cA2e−λA with c = c1e−4ϵ 4π2

ρ0
and λ = 4π2 √c0ϵ

β
0 .

It gives the constraint supA fλ(A) = fλ(2/λ) > 1, i.e.

λ < 2
√

ce−1, namely Λ >
(
(eπ
√

c0) e2ϵ √ρ0
√

c1

) q−1
β

>
(
π
√
ρ0

) q−1
β .

Under this constraint, one has two roots f −1(1) = A1, A2 with
A1 ≤ A2. Since γ < β, it follows that λA1 ≤ 2π2 √c0, ϵ

β−γ
0 ≪ 1.

Therefore, when λA1 ≪ 1, one has A1 ≈
1
√

c =
√
ρ0

2π ·
e2ϵ
√

c1
. One

finally obtains (39).

11.11.1. Proof of (80)
We first establish a lower bound for A+m⋆

. One has
by Poincaré inequality and energy estimate (see Appendix
11.10.3): Am⋆ (κm⋆ ) ≥ 1

2 (1 − e−8π2κm⋆ )||θ0||
2
L2 . Applying limsup

on both sides (and also the fact that κ 7→ 1 − e−8π2κ is monoton-
ically increasing) gives A+m⋆

≥ 1
2

(
1 − e−8π2κ+

)
||θ0||

2
L2 . A classi-

cal result (see [72],[33]) provides a lower bound for the passive
scalar:

||θm⋆ ||2L2 ≥ ||θ0||
2
L2 exp

(
−κm⋆ρ0Ibm⋆

)
,

with

ρ0 =
||∇θ0||

2
L2

||θ0||
2
L2

, and Ibm⋆
= 2

∫ 1

0
exp

(
C

∫ s

0
||∇bm⋆ ||L∞ds′

)
ds.

(81)
ThereforeAm⋆ (κm⋆ ) ≤ 1

2

(
1 − e−κm⋆ρ0Ibm⋆

)
||θ0||

2
L2 . We apply lim-

inf on both sides givingA−m⋆
≤ 1

2 (1 − e−κ
−ρ0Ibm⋆ )||θ0||

2
L2 and thus

A+m⋆
/A−m⋆

≥ (1 − e−κ
+8π2

)/(1 − e−κ
−ρ0Ibm⋆ ). For m⋆ = 0, one

can write A+m⋆
/A−m⋆

≥ (1 − e−2Eχ)/(1 − e−2χ) ≥ Ee−χ(E−1) with
E = 4π2ρ−1

0 κ+/κ− and χ = κ−ρ0. Since ρ0 ≥ 4π2, one can
conclude.

11.11.2. Proof of Property 4
Let us use the short-hand notations θp := θκp, j , κp := κp, j and

ϱ2
p := 2κp

||∇θp ||
2

||θ0 ||
2 for p ∈ {1, 2}. One has min{ϱ2

1, ϱ
2
2} ≥ ϱ

2. The

energy equations are ||θp||
2 = ||θ0||

2(1 − 2κp
||∇θp ||

2

||θ0 ||
2 ) = ||θ0||

2(1 −
2ϱ2

p). In particular ϱ2
p ∈ [ϱ2, 1

2 ). By Cauchy-Schwarz ||(θ1 −

θ2)(1, ·)||2 ≥ (||θ1(1, ·)|| − ||θ2(1, ·)||)2, giving

||(θ1 − θ2)(1, ·)|| ≥ ||θ0||

∣∣∣∣∣ √1 − 2ϱ2
1 −

√
1 − 2ϱ2

2

∣∣∣∣∣
≥ ||θ0|||ϱ1 − ϱ2|

2ϱ√
1 − 2ϱ2

≥ 2||θ0||ϱ|ϱ1 − ϱ2|.

Going to the limit j→ ∞ gives the the result.

11.12. Discussion on KA and Lemma 3.3, Lemma 3.4 [3].

Lemma 3.4 in [3] is of crucial importance for establishing the
many estimates giving Theorem 1.1. First, for m ∈ {1, · · · ,M},
one defines

κm−1 = K
κm

m , κM = κ, (82)

where K
κ

m is introduced in (3.16)[3] and corresponds to a com-
plicate expression involving the space-time average of flux cor-
rectors. This is the ”true” sequence one wishes to study rather
than (6). The sequence defined in (6) is close to (82) in the
sense of Lemma 3.3 [3]: there exists a constant C = C(β) ≥ 1
such that for κ > 0 and all m ∈ N∣∣∣∣Kκ

m − fm(κ)I2

∣∣∣∣ ≤ ϵ
2β
m

κ

(
C
ϵ2

m

κτm
+Cϵδm−1

)
, fm(κ) := κ + c0

ϵ
2β
m

κ
.

(83)
In particular, to ensure that the two map iterates κ 7→ K

κ

m and
κ 7→ fm(κ) stay close to each other, one must have ϵ2

m
κτm
≪ 1. This

is the condition of Lemma 3.4 (3.47): cϵ2δ
m−1 ≤

ϵ2
m

κmτm
≤ Cϵ2δ

m−1
with universal constants 0 < c < C < ∞.

We show now that, indeed one has the same control on
ϵ2

m
κ′mτm

, when considering KA. Here, and in the following, the
prime means that κ′m follows (6). We need to specify what is
τm, it is given in (2.16)[3]: τm ≃ ϵ

2−β+4δ
m−1 . We have using (69)

for κ′m, ϵ2
m

κ′mτm
≃ ϵ2

mϵ
−β−γ
m ϵ

−(2−β+4δ
m−1 = ϵ

(2−β)(q−1)−γq−4δ
m−1 . Then, one

has (2 − β)(q − 1) − qγ = 2(q − 1)(1 − 2q+1
2q+2β) = 8δ (instead of

4δ in [3]). It then gives instead of (3.53) with 2δ:

cϵ4δ
m−1 ≤

ϵ2
m

κ′mτm
≤ Cϵ4δ

m−1, (84)

where c,C are universal (now depending also on the constant
A). The typo in [3] has of course no consequences.

The following is an induction proof that (82) and (6) can
be made arbitrarily close to each other for Λ large enough.
It is again possible mainly due to the hypergeometric scale
separation. Sequence (6) will be denoted with a prime with the
mapping κ′ 7→ fm(κ′) = κ′gm(κ′) with gm(κ′) = 1 + c0ϵ

2β
m

κ′2
. We

assume that there is some 1 < B ≤ 2 such that

1
B
≤
κ′m
κm
≤ B, ∀m ∈ {m0, · · · ,M} (H)

First, it is valid for m0 = M since both sequences start from
the same initial condition, i.e. κ′M/κM = 1. We have cϵβ+γm ≤

κ′m ≤ Cϵβ+γm where C = 2A
√

c0, c =
√

c0/(2A), and using (H),
cB−1ϵ

β+γ
m ≤ κm ≤ CBϵβ+γm . It gives

1 + (2A)−2ϵ
2γ
m

1 + (2AB)2ϵ
2γ
m

(
κm

κ′m

)2

≤
gm(κ′m)
gm(κm)

≤
1 + 4A2ϵ

2γ
m

1 + (2AB)−2ϵ
2γ
m

(
κm

κ′m

)2

,

and

(1 − 4A2B2ϵ
2γ
m )

(
κm

κ′m

)2

≤
gm(κ′m)
gm(κm)

≤ (1 + 4A2ϵ
2γ
m )

(
κm

κ′m

)2

. (85)
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We now rewrite (83) using our notations and replacing κ by κm.
It is∣∣∣∣∣κm−1

κm
− gm(κm)

∣∣∣∣∣ ≤ ϵ
2β
m

κ2
m

(
C

ϵ2
m

κmτm
+Cϵδm−1

)
≤ Cmgm(κm)

with Cm = BCϵ4δ
m−1 +Cϵδm−1, (86)

where one has used (84). We then estimate the quantities
κ′m−1/κm−1 and κm−1/κ

′
m−1. One has κm−1

κ′m−1
= κm−1

κm

κ′m
κ′m−1

κm
κ′m
=

κm−1
κm

1
gm(κ′m)

κm
κ′m

using the relation κ′m−1 = κ
′
mgm(κ′m). One then uses

(86) and (85) to obtain

κm−1

κ′m−1
≤ (1 +Cm)

gm(κm)
gm(κ′m)

κm

κ′m
≤ (1 +Cm)(1 + 4A2B2ϵ

2γ
m )

κ′m
κm
.

We can do the same reasoning for the inverse κ′m−1
κm−1

. It gives

κ′m−1

κm−1
≤

1 + 4A2ϵ
2γ
m

1 −Cm

κm

κ′m
.

Finally, one can write, from the definition of Cm, and for an
ad-hoc constant C depending on β and A (and also 2γq > δ),

max
{
κ′m−1

κm−1
,
κm−1

κ′m−1

}
≤ (1 +Cϵγm−1) max

{
κ′m
κm
,
κm

κ′m

}
, (87)

∀m ∈ {m0, · · · ,M}. One cannot use (H), it is necessary to com-
pute the full product term making use of (63). It gives

max

κ′m0−1

κm0−1
,
κm0−1

κ′m0−1

 ≤ ΠC,γ,m0−1 ≤ exp(2Cϵγm0−1) ≈ 1+2Cϵγm0−1.

The constant B in (H) can therefore be chosen arbitrarily close
to 1, by taking Λ large enough. In particular, both (69) and (84)
are also valid for the sequence (82).

11.13. Discussion on m⋆

Strictly speaking, estimates in [3] are obtained only for m⋆ ≥

1 defined in (52). However, looking more closely, all the neces-
sary estimates in [3] also hold when one assumes ϵ−1

0 = ⌈Λ
1

q−1 ⌉

instead of defining ϵ0 = 1 in [3]. In particular, the hypothesis of
(4.61) on which all the estimates of Sections 4 and 5 in [3] rely,
are satisfied in this case.

11.14. Renormalised sequence: numerics
We recall the definition of the diffusivity sequence: κm−1 =

κm + c0
ϵ

2β
m
κm
, κM = κ ∈ K with ϵ−1

m = ⌈Λ
qm

q−1 ⌉, c0 = 9/80 and

K =
⋃

m≥1

[
1
2 , 2

]
ϵ

2β
q+1

m . To meet the requirements outlined in

[3, 4], we fix M and set κM as θϵ
2β

q+1

M for θ ∈ ( 1
2 , 2). We fix

θ = 1. The sequence is shown in Fig. 13 for different values of
β ∈ (1, 4

3 ). Only in the limit β → 1+, one expects κ0 = O(1).
Note that the values of κ0 depend on θ in all cases (not shown),
indicating the absence of a selection principle at the level of κ0.
The selection occurs only at the level of the measures, which is
the primary focus of this work. We also establish the existence
of a critical value β⋆ ≈ 1.1428, above which the constraint set
K is not required to control the sequence. For β < β⋆, however,
it is necessary to enforce κM ∈ K . This behaviour is illustrated
in Fig. 14 for β = 1.10.

Figure 13: The diffusivity sequence κm in loglog scale for four different values
of β using Λ = 128. One can notice that as β→ 4

3 , the slope tends to zero while
the intercept diverges to minus infinity.

Figure 14: Values of κ0 as a function of κM = κ (in log10 scale) for β = 1.10 <
β⋆ (Λ = 128). The renormalised diffusivity sequence becomes wild, with un-
bounded behaviour unless κM ∈ K is imposed.
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