
Version for publication in Phys. Rev. D

Monte Carlo simulation of GRB data to test Lorentz-invariance violation

Hanlin Song1 and Bo-Qiang Ma2, 1, 3, ∗

1School of Physics, Peking University, Beijing 100871, China
2School of Physics, Zhengzhou University, Zhengzhou 450001, China

3Center for High Energy Physics, Peking University, Beijing 100871, China

Lorentz-invariance violation (LV) at energy scales approaching the Planck regime serves as a
critical probe for understanding quantum gravity phenomenology. Astrophysical observations of
gamma-ray bursts (GRBs) present a promising avenue for testing LV-induced spectral lag phe-
nomena; however, interpretations are complicated by degeneracies between LV effects and intrinsic
emission delays. This study systematically investigates three competing time delay models: Model
A (LV delay combined with a constant intrinsic delay), Model B (energy-dependent intrinsic de-
lay without LV), and Model C (LV delay combined with energy-dependent intrinsic delay). We
utilize mock GRB datasets generated under distinct delay mechanisms and employ Bayesian pa-
rameter estimation on simulated observations of 10 GRBs. Our findings demonstrate that Model
C consistently recovers input parameters across all datasets, including those designed to mimic LV-
dominated (Model A) and intrinsic delay-dominated (Model B) scenarios. In contrast, Models A and
B struggle to reconcile data generated under alternative mechanisms, particularly when confronted
with high-energy TeV photons from GRB 190114C and GRB 221009A. Our analysis confirms that
the incorporation of energy-dependent intrinsic delays in Model C is essential for establishing robust
LV constraints, effectively resolving prior ambiguities in the interpretation of multi-GeV and TeV
photon emissions. The results validate Model C as a generalized framework for future LV searches,
yielding a subluminal LV scale of ELV ≃ 3 × 1017 GeV based on realistic datasets, including 14
Fermi-LAT multi-GeV photons from eight GRBs, a 99.3 GeV photon from GRB 221009A observed
by Fermi-LAT, a TeV photon from GRB 190114C detected by MAGIC, and a multi-TeV photon
from GRB 221009A recorded by LHAASO. These findings are consistent with earlier constraints
derived from Fermi-LAT datasets. This work underscores the necessity for joint modeling of LV
and astrophysical emission processes in next-generation LV studies utilizing observatories such as
LHAASO and CTA.

I. INTRODUCTION

Lorentz-invariance, a foundational symmetry of mod-
ern physics underpinning both special relativity and
quantum field theory, has undergone rigorous scrutiny
in recent decades due to mounting theoretical inter-
est in potential Lorentz-invariance violation (LV) at ex-
treme energy scales. Numerous quantum gravity frame-
works—including string theory [1–8], loop quantum grav-
ity [9–11], and doubly-special relativity [12–14]—predict
deviations from Lorentz symmetry near the Planck en-
ergy scale, EP ≡

√
ℏc5/G ≃ 1.22 × 1019 GeV. These

theoretical developments have spurred extensive efforts
to detect LV through astrophysical observations [15, 16].

A phenomenological approach to parametrizing LV ef-
fects involves modifying the photon dispersion relation.
Expanding the energy-momentum relation as a Taylor
series, the leading-order correction for a photon with en-
ergy E and momentum p takes the form [15, 17]

E2 = p2c2
[
1− sn

(
pc

ELV,n

)n]
, (1)

where sn ≡ ±1 determines whether high-energy pho-
tons propagate superluminally (sn = −1) or sublumi-
nally (sn = +1) relative to their low-energy counterparts,
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and ELV,n represents the characteristic LV energy scale
for the n-th order correction. The corresponding velocity
modification derived from v = ∂E/∂p becomes

v(E) = c

[
1− sn

n+ 1

2

(
pc

ELV,n

)n]
. (2)

Direct detection of such minuscule velocity differences
in terrestrial experiments remains impractical due to the
Planck-scale suppression of ELV,n. However, Amelino-
Camelia et al. [1, 2] proposed that cosmological gamma-
ray bursts (GRBs) could amplify these effects: the vast
propagation distances of GRB photons allow velocity dis-
crepancies to accumulate into measurable arrival time
differences between high- and low-energy photons. With
the cosmic expansion taken into account, the LV-induced
time delay for a source at redshift z is expressed as
[18, 19]:

∆tLV = sn
1 + n

2H0

En
h,o − En

l,o

En
LV,n

∫ z

0

(1 + z′)ndz′√
Ωm(1 + z′)3 +ΩΛ

,

(3)
where Eh,o and El,o are observed energies of high- and
low-energy photons, z is the redshift of GRB, H0 is the
Hubble constant, and Ωm and ΩΛ are matter density pa-
rameter and dark energy density parameter of the ΛCDM
model. The low-energy El,o is omitted during the calcu-
lation for the tiny value.
The observed time delay ∆tobs comprises both LV and
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intrinsic emission components,

∆tobs = ∆tLV + (1 + z)∆tin, (4)

where ∆tin corresponds to source-frame emission delays
between energy bands. Previous works [20–27] treated
the intrinsic time delay term as a common constant for
all GRB photons. For example, Refs. [22, 23] analyzed
14 multi-GeV photons from eight GRBs by LAT of Fermi
Gamma-ray Space Telescope (Fermi-LAT), the results
suggest that n = 1, sn = +1, ELV,1 ≃ 3.60 × 1017 GeV,
and ∆tin = −10.7 s for the mainline photons (see Fig. 2
of [23]). These findings suggest the subluminal aspect of
cosmic photon Lorentz violation.

Recent work in [28] critically re-examined these as-
sumptions by introducing three distinct models: Model
A (replicating prior approaches with LV delay + constant
∆tin); Model B (excluding LV, i.e., choosing ∆tLV =
0, but introducing energy-dependent ∆tin); Model C
(combining LV delay with energy-dependent intrinsic de-
lays).

Notably, Model C unifies Model A and Model B and
achieves consistency with both historical Fermi-LAT data
and new TeV-photon detections from GRB 221009A
(99.3 GeV by Fermi-LAT [29], 12.2 TeV by LHAASO
[30]) and GRB 190114C (1.07 TeV by MAGIC [31]),
yielding ELV ∼ 3 × 1017 GeV [32, 33]. In contrast,
Models A and B fail to reconcile TeV observations with
multi-GeV data [33], highlighting the necessity of energy-
dependent intrinsic delays in LV analyses.

This work extends these investigations through sys-
tematic simulations of three mock GRB datasets (10
bursts each), generated under the delay mechanisms of
Models A, B, and C. Employing Bayesian parameter es-
timation [28], we demonstrate that:
(i) Parameter recovery remains robust across all models
when analyzed self-consistently;
(ii) Model C exhibits superior generality in accommodat-
ing diverse delay mechanisms;
(iii) Energy-dependent intrinsic delays are essential for
reliable LV constraints.

Our results solidify Model C as the preferred frame-
work for future LV searches with next-generation obser-
vatories.

II. MOCK DATA GENERATION

Physics is an experimental science, and it is important
for theories to be based on data from observations rather
than from pre-assumptions. In our study, we analyze
the arrival time difference between high- and low-energy
photons from GRBs to investigate Lorentz-invariance vi-
olation. The observed time difference may be attributed
to two factors: the time delay caused by light-speed vari-
ation (or Lorentz violation) for photons traveling from
GRBs to our observer, as derived from standard cosmol-
ogy [18] or Finsler geometry [19] respectively; and the

intrinsic time delay in the GRB source frame, which may
vary depending on the energy of the photon.
Our approach to determining the intrinsic photon

emission time is established within a general framework
devoid of any arbitrary assumptions, with the param-
eters derived exclusively through data fitting. It is a
fundamental mathematical principle that any analytical
function can be represented by a Taylor expansion within
a certain range. Consequently, we can express the gen-
eral relationship between the intrinsic photon emission
time ∆tin and energy E as a Taylor expansion involving
terms up to En:

∆tin = ∆tin,c + αE + βE2 + γE3 + · · · ,
where ∆tin,c = µ represents the constant term. By in-
corporating additional E2 and E3 terms in the intrinsic
photon emission time, ∆tin can be regarded as a Taylor
expansion of an analytical function within a certain level
of precision. Consequently, our model integrating both
the Lorentz violation term and the energy dependence
of intrinsic emission time can be viewed as a specific in-
stance of this general framework, eliminating the neces-
sity for arbitrary assumptions regarding the parameters
(i.e., the coefficients) and deriving them solely through
data fitting. Moreover, it has been demonstrated that by
applying the aforementioned general expression of ∆tin
up to the E3 term to fit the data, it is notable that for
both scenarios involving 14 Fermi data and 14 Fermi data
combined with 3 new Fermi+MAGIC+LHAASO data,
the coefficients β and γ converge towards 0 through data
fitting [32].

As a first approximation, we can take the the intrinsic
emission time with energy-dependence as [28]:

∆tin = ∆tin,c + αEh,s, (5)

where ∆tin,c is a common constant term and Eh,s is the
source frame energy of high-energy photon with α being
the coefficient. This model of intrinsic emission time can
be considered as a rational framework capable of accom-
modating all GRB photon data for the analysis of Lorentz
violation by incorporating the energy dependence of in-
trinsic emission time.

Then three distinct models in relating the observed
time delay ∆tobs with the Lorentz violation time delay
∆tLV and the intrinsic time delay ∆tin are cataloged
as [28]:

• Model A: with the inclusion of the Lorentz viola-
tion term ∆tLV by taking ∆tin as a common con-
stant term for all high-energy photons under study

∆tobs = ∆tLV + (1 + z)∆tin,c; (6)

• Model B: taking ∆tin as the general form with
a common constant term and a linear-type energy
dependence term without considering the Lorentz
violation term

∆tobs = (1 + z)∆tin; (7)
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• Model C: taking ∆tin as the general form together
with the Lorentz violation term

∆tobs = ∆tLV + (1 + z)∆tin. (8)

Actually, Model C combines Models A and B into
a unified framework [28].

We conduct simulations to evaluate the flexibility of
Model C employed in this study. We generate three dis-
tinct datasets based on the following models: Model A,
Model B, and Model C introduced in [28].

We adopt the assumption that all gamma-ray bursts
share similar intrinsic properties for this initial approxi-
mation. Consequently, we utilized the observed spectral
parameters from GRB 221009A to generate simulated
data for all 10 GRBs at varying redshifts as those of our
analyzed 14+3 photons [32]. The fitted spectra function
at the peak interval for GRB 221009A can be expressed
as follows [34]:

dN

dE
∝

(
Eh,o

TeV

)−3.006

exp

( −Eh,o

3.14 TeV

)
. (9)

For GRB 221009A with z = 0.151, we can randomly
draw observed high-energy photons based on the above
function, and then obtain the source frame energy Eh,s =
(1 + z)Eh,o. Assuming all GRBs have the same intrinsic
spectra properties, we randomly draw 1,000 high-energy
photons with Eh,s ∈ [2, 20000] GeV for each GRB. Mean-
while, the emission time of low energy photons are chosen
as zero for all GRBs in each set. Then the three data sets
are:

• Set A. This data set is generated based on Model
A in Ref. [28] where the energy-dependent intrinsic
time delay is not considered. We inject the same
aLV = 1/ELV = 2.12× 10−18 GeV−1, µ = −6.48 s,
and υ = 6.45 s (we use υ to replace σ in Ref. [28]).
Then, the observed time delay for a given photon
with Eh,o can be obtained from Eq. 6, which is

equivalent to α = 0 s ·GeV−1 in Set C.

• Set B. This data set is generated based on Model
B in Ref. [28] where the LV time delay is not con-
sidered. We inject the same α = 0.13 s · GeV−1,
µ = −0.44 s, and υ = 8.77 s. Then, the ob-
served time delay for a given photon with Eh,o

can be obtained from Eq. 7, which is equivalent
to aLV = 0 GeV−1 in Set C.

• Set C. This data set is generated based on Model C
introduced in Ref. [28]. We inject the same aLV =
3.38×10−18 GeV−1 corresponding to ELV = 2.96×
1017 GeV, α = −0.15 s ·GeV−1, µ = −4.98 s, and
υ = 5.67 s. Then, the observed time delay for a
given photon with Eh,o can be obtained from Eq. 8.

With the exact value for photon energy and arrival
time obtained through above procedure, we then con-
sider the observational uncertainties. For the 10 GRBs
in each set, we consider the previous eight GRBs ob-
served by Fermi-LAT as discussed in Ref [28], the two
new GRBs, GRB 190114C and GRB 221009A observed
by MAGIC and LHAASO, respectively. We consider en-
ergy resolutions to vary among different observatories,
with Fermi-LAT having ±10% resolution [35], MAGIC
with ±15% resolution [31], and LHAASO with a ±20%
resolution [30]. We consider a positional uncertainty of
±5 s for the first main significant peak of low-energy pho-
tons.

III. ANALYSIS METHODS IN BAYESIAN
FRAMEWORK

In this work we utilize the same parameter estimation
methods in the Bayesian framework as in Ref. [28]. We
assume that these measurement error variables are inde-
pendent and follow Gaussian distribution, and the com-
mon intrinsic time delay ∆tin,c follows a Gaussian distri-
bution N

(
µ, υ2

)
, where µ denotes the mean value of in-

trinsic time delay and υ quantifies the standard deviation
of the emission time over the finite interval introduced in
Ref. [28] (here we substitute σ with υ throughout our
analysis). Meanwhile, Eq. 4 can be rewritten as

∆tobs
1 + z

= ∆tin +
∆tLV
1 + z

= ∆tin + aLVK1, (10)

where aLV = 1/ELV and K1 is:

K1 =
1

H0

Eh,o

1 + z

∫ z

0

(1 + z′)dz′√
Ωm(1 + z′)3 +ΩΛ

. (11)

Then the likelihood function for Model A can be ex-
pressed as

p ∝ exp


−1

2

n∑

j=1




(
∆tobs,j

1+zj
− µ− aLVK1,j

)2

σ2
yj

+ υ2 + a2LVσ
2
K1,j

+ ln
(
σ2
yj

+ υ2 + a2LVσ
2
K1,j

)




 p (aLV) p (µ) p (υ) ,

where j from {1, . . . , n} denotes the j-th observed high- energy photon and σ2
yj

represents the corresponding un-
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certainty for
∆tobs,j
1+zj

. The the above three parameters, aLV, µ, and υ are assumed in flat priors





p (aLV) ∼ U [0, 30]× 10−18 GeV−1,

p (µ) ∼ U [−30, 30] s,

p (υ) ∼ U [0, 30] s.

(12)

When using Model A to analyze the mock dataset B, we
mathematically expand the prior for aLV to U [−30, 30]×
10−18 GeV−1, due to effective zero value injection. The
likelihood function for Model B is

p ∝ exp


−1

2

n∑

j=1




(
∆tobs,j

1+zj
− µ− αE(h,s),j

)2

σ2
yj

+ υ2 + α2σ2
E(h,s),j

+ ln(σ2
yj

+ υ2 + α2σ2
E(h,s),j

)





 p(α)p (µ) p (υ) . (13)

The three parameters for Model B, α, µ, and υ, are also
assumed in flat priors





p(α) ∼ U [−30, 30] s ·GeV−1,

p (µ) ∼ U [−30, 30] s,

p (υ) ∼ U [0, 30] s.

(14)

The likelihood function for Model C is

p ∝ exp


−1

2

n∑

j=1




(
∆tobs,j

1+zj
− µ− αE(h,s),j − aLVKj

)2

σ2
yj

+ υ2 + α2σ2
E(h,s),j

+ a2LVσ
2
Kj

+ ln(σ2
yj

+ υ2 + α2σ2
E(h,s),j

+ a2LVσ
2
Kj

)





 p (aLV) p(α)p (µ) p (υ) .

(15)

The four parameters for Model C, aLV, α, µ, and υ are
assumed in flat priors





p (aLV) ∼ U [0, 30]× 10−18 GeV−1,

p(α) ∼ U [−30, 30] s ·GeV−1,

p (µ) ∼ U [−30, 30] s,

p (υ) ∼ U [0, 30] s.

(16)

When using Model C to deal with the mock dataset
B, we also mathematically expand the prior for aLV to
U [−30, 30]×10−18 GeV−1, due to the effective zero value
injection.

IV. RESULTS FROM MOCK DATASETS

We systematically evaluate the performance of Models
A, B, and C across three synthetic datasets (Sets A–C)
using Bayesian parameter estimation. Each dataset cor-
responds to distinct delay-generation mechanisms: Set
A (LV + constant intrinsic delays), Set B (energy-
dependent intrinsic delays only), and Set C (LV +

energy-dependent delays). It is important to note that
two parts may introduce bias during the simulation: the
mock data generation process and the parameter esti-
mation process. For each dataset, we draw random val-
ues for the source-frame energy and the common intrin-
sic time delay for each photon. Since the random num-
bers generated by a computer are pseudo-random, each
dataset may contain bias relative to the injected values.
Additionally, performing the parameter estimation pro-
cess with a limited exploration depth may also introduce
bias. Thus, we repeat the mock data generation and pa-
rameter estimation processes 250 times, each time with a
different noise seed. We then combine the results to mit-
igate the bias. Posterior distributions for each parameter
are shown in Figs. 1–3, with numerical constraints sum-
marized in Tables I–III.

Fig. 1 show the results for analyzing Set A with three
models. Both Model A and Model C can recover the
injected parameters, while Model B shows apparent bias
on α. The results for analyzing Set B with three models
are shown in Fig. 2. Both Model B and Model C can
recover the injected parameters, while Model A shows
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FIG. 1. Results of examining Set A with three Models. The 2D contours represent with different confidence levels, denoting
the 1σ, 2σ, and 3σ regains, while the dashed vertical lines indicate the 1σ regain for the 1D marginalized posterior distribution.
The vertical orange lines denote the injection parameters in each mock dataset.

TABLE I. Table of estimated parameters and the corresponding Lorentz violation scale ELV with three models for Set A. The
injection parameters for Set A are obtained from Ref. [28].

Case aLV (10−18 GeV−1) α (s ·GeV−1) µ (s) υ (s) ELV (1017 GeV)
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apparent bias on aLV. In Fig. 3, we show the results for
analyzing Set C with three models. Only Model C can
recover the injected parameters, while Model A shows
apparent bias on aLV and Model B shows apparent bias
on α.
More details about the results are illustrate as follows:
Set A analysis (Fig. 1) Model A successfully recov-

ers parameters that strictly align with the injected val-
ues for all parameters (aLV = 2.12+0.19

−0.18 × 10−18 GeV−1,

µ = −6.48+0.13
−0.13 s, υ = 6.45+0.07

−0.07 s), validating its self-
consistency. Model B, however, exhibits a 11σ tension in
α (with an injected value α = 0 s ·GeV−1 vs. a recov-
ered value α = 0.22+0.02

−0.02 s ·GeV−1), indicating a misat-
tribution of LV-induced delays to energy-dependent as-
trophysical processes. Model C demonstrates an unbi-
ased recovery across all parameters. The main physical
parameters aLV and α are strictly aligned with injected
values, confirming its capacity to resolve LV-intrinsic de-
generacies.

Set B analysis (Fig. 2) Model B yields pre-
cise constraints on energy-dependent delays (α =
0.13+0.03

−0.03 s ·GeV−1). Model A produces a 4.7σ over-
estimation of aLV (with an injected value aLV =
0 GeV−1 vs. a recovered value aLV = 1.18+0.25

−0.25 ×
10−18 GeV−1), demonstrating catastrophic failure when
neglecting energy-dependent astrophysical terms. Model
C once again achieves an accurate recovery of the injected
parameters, resolving all terms simultaneously.

Set C analysis (Fig. 3) Only Model C recovers
the joint LV+astrophysical parameters within statis-
tical uncertainties (aLV = 3.28+0.62

−0.59 × 10−18 GeV−1,

α = −0.14+0.06
−0.07 s ·GeV−1). Model A catastrophi-

cally misestimates aLV with 6.9σ tension (with an
injected value aLV = 3.38 × 10−18 vs. a recovered value
aLV = 2.06+0.19

−0.18 × 10−18 GeV−1) by absorbing energy-
dependent delays into LV terms, while Model B fails
to capture energy-dependent intrinsic emission feature
(with the injected value α = −0.15 s ·GeV−1, 12σ ten-
sion from the recovered value α = 0.21+0.02

−0.03 s ·GeV−1).

These results establish three critical findings:

• Model C universality: Recovers parameters
with sub-σ accuracy across all datasets (right plots
of Figs. 1, 2, 3). The main physical parameters
aLV and α can be recovered within 1σ for all three
datasets.

• Model A/B limitations: Exhibit > 4.7σ biases
when applied to datasets generated under alterna-
tive mechanisms for key parameters (Tables I and
II), proving inadequate for multi-mechanism anal-
yses.

• Energy dependence necessity: The α parame-
ter’s > 6.9σ tension in fitting Set C with Model A
conclusively demonstrates that intrinsic delays can-
not be treated as energy-independent constants.

The collective evidence positions Model C as the sole
framework capable of disentangling LV signatures from
astrophysical systematics in current and next-generation
GRB observations.

V. RESULTS FROM REALISTIC DATASETS:
MULTI-GEV TO TEV CONSTRAINTS WITH

FERMI-LAT, MAGIC, AND LHAASO
OBSERVATIONS

A. Parameter Degeneracy in Single-Burst Analyses

In this section, we address a critical aspect of Model
C when only photon event data from a single gamma-ray
burst (GRB) is available. The relationship expressed in
Eq. 8 can be reformulated as follows:

∆tobs/(1 + z) = Eh,s[aLVf(z) + α] + ∆tin,c,

where f(z) is a function that depends solely on the
redshift z of the source and the assumed cosmological
model. For each source with a fixed z, f(z) can be accu-
rately determined. This implies that the parameters aLV
and α can be effectively replaced by a single parameter
C = aLVf(z) + α for photons originating from a single
GRB. Consequently, aLV and α exhibit complete degen-
eracy.

The key point lies in the parameter C = aLVf(z) + α.
As discussed in Ref. [28], for any individual GRB event,
the redshift z is known and remains constant for photons
emitted from that GRB, allowing f(z) to be treated as a
constant. As a result, the parameters aLV and α become
indistinguishable. However, when multiple GRB events
are analyzed, this degeneracy can be broken, as the rela-
tionship between aLVf(z) and α will vary across events
from different GRBs. Therefore, aLV and α cannot be
consolidated into a single parameter C = aLVf(z) + α.

The degeneracy between Lorentz violation time delays
and intrinsic time delays when analyzing a single GRB
event (i.e., photons from the same GRB) can be resolved
in two ways: by analyzing multiple GRB events collec-
tively (i.e., considering photons from different GRBs) or
by using one of the parameters aLV or α obtained from a
multi-GRB analysis as an input when examining photon
events from a single GRB.

B. Multi-GRB Analysis with Fermi-LAT Data

Ref. [28] conducted analyses using three distinct mod-
els (Models A, B, and C) to evaluate the Fermi-LAT
dataset comprising 14 events with intrinsic energies ex-
ceeding 30 GeV from eight GRBs. The findings re-
vealed different scenarios regarding the intrinsic emission
of high-energy photons and the scales of Lorentz viola-
tion. Model A aligns with prior research [22, 23, 25],
yielding consistent results with a Lorentz invariance vio-
lation energy scale of ELV ≃ 4.71×1017 GeV. In contrast,
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TABLE II. Table of estimated parameters and the corresponding Lorentz violation scale ELV with three models for Set B. The
injected parameters for Set B are obtained from Ref. [28].

Case aLV (10−18 GeV−1) α (s ·GeV−1) µ (s) υ (s) ELV (1017 GeV)

Injection 0 0.13 −0.44 8.77 ∞

Model A 1.18+0.25
−0.25 − −0.39+0.17

−0.16 8.77+0.09
−0.09 8.49+2.24

−1.48

Model B − 0.13+0.03
−0.03 −0.42+0.17

−0.17 8.77+0.09
−0.09 −

Model C 0.04+0.89
−0.91 0.12+0.10

−0.09 −0.42+0.17
−0.17 8.77+0.09

−0.09 ≥ 10.73

2.06+0.19
−0.18
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FIG. 3. Same as Fig. 1, but for Set C.

TABLE III. Table of estimated parameters and the corresponding Lorentz violation scale ELV with three models for Set C.
The injected parameters for Set C are obtained from Ref. [28].

Case aLV (10−18 GeV−1) α (s ·GeV−1) µ (s) υ (s) ELV (1017 GeV)

Injection 3.38 −0.15 −4.98 5.67 2.96

Model A 2.06+0.19
−0.18 − −5.04+0.11

−0.12 5.67+0.07
−0.06 4.87+0.47

−0.41

Model B − 0.21+0.02
−0.03 −5.02+0.13

−0.13 5.68+0.07
−0.07 −

Model C 3.28+0.62
−0.59 −0.14+0.06

−0.07 −5.00+0.12
−0.12 5.66+0.07

−0.06 3.05+0.66
−0.49
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Model B suggests that a positive source energy-correlated
intrinsic time delay term may account for the observed
time delay phenomenon in GRBs. Conversely, Model
C indicates the presence of a negative source energy-
correlated intrinsic time delay term alongside a reduced
Lorentz violation scale of ELV ≃ 2.96× 1017 GeV. These
significant distinctions highlight the necessity for addi-
tional GRB data to effectively disentangle and assess the
contributions from LV-induced time delays and intrinsic
time delays.

C. Incorporating TeV Photons: MAGIC and
LHAASO Constraints

In Ref. [33], a further analysis was conducted with
the inclusion of three notable GRB photons recorded
by different observatories: the 99.3 GeV photon from
GRB 221009A observed by Fermi-LAT, the 1.07 TeV
photon from GRB 190114C detected by the Major At-
mospheric Gamma Imaging Cherenkov (MAGIC) tele-
scope, and the 12.2 TeV photon from GRB 221009A ob-
served by the Large High Altitude Air Shower Observa-
tory (LHAASO), in addition to the Fermi-LAT dataset
of 14 events from eight GRBs. The results presented in
Ref. [33] (as shown in the left plot of Fig. 4) indicate that
Model A fails to provide a consistent framework to recon-
cile the remarkable MAGIC and LHAASO TeV photons
with the Fermi-LAT multi-GeV photons under the same
Lorentz violation scale ELV.
For the results associated with Model B in Ref. [33],

one can conclude that the observed time delays of high-
energy photons are primarily attributed to intrinsic emis-
sion time delays occurring at the GRB source frames,
permitting a larger Lorentz violation scale ELV that is
comparable to or even exceeds the Planck scale Ep ≃
1.22 × 1019 GeV. However, the parameter α differs sig-
nificantly with those from the Fermi-LAT dataset by in-
cluding the MAGIC TeV photon and LHAASO multi-
TeV photon, showing the inconsistency between the two
datasets with Model B, as shown in the middle plot of
Fig. 4.

The results obtained from Model C are particularly in-
triguing, as they reveal a remarkable consistency in the
parameters across various combinations of datasets, as
illustrated in the right plot of Fig. 4. More detailed
illustrations and in-depth analyses on the results from
Model C can be found in Ref. [32]. Notably, our findings
align with those of previous studies [22, 23, 28], reinforc-
ing the hypothesis of Lorentz violation characterized by a
violation scale of ELV ∼ 3×1017 GeV. This suggests that
high-energy photons are emitted prior to low-energy pho-
tons within the frames of the GRB sources. Such consis-
tency across different datasets not only strengthens the
case for Lorentz violation but also emphasizes the im-
portance of considering the emission sequence of photons
in understanding the underlying physics of gamma-ray
bursts.

D. Implications for LV Detection Frameworks

The above results suggest that Model A and Model B
fail to consistently explain the Fermi-LAT dataset in con-
junction with the MAGIC TeV photon and the LHAASO
multi-TeV photon. However, Model C proves to be a vi-
able candidate for a consistent descriptions of all men-
tioned datasets, of course further investigation is still re-
quired to determine its ability to explain additional data
in the future. This will facilitate the formulation of reli-
able conclusions regarding the intrinsic emission mecha-
nisms of GRBs and Lorentz violation scales inferred from
cosmic GRB photons.
Model C has one more free parameter (i.e., aLV) in

comparison with Model B. From a technical perspective,
increasing the number of free parameters does not al-
ways enhance the performance of a physics model. For-
tunately, one can utilize the Akaike information criterion
for model selection to determine the model that best fits
the data [36, 37]. An analysis [33] along this line in-
dicates that Model C exhibits the best performance on
analyzing the combined Fermi-LAT+MAGIC+LHAASO
dataset, whereas Model B demonstrates the poorest per-
formance.
The persistent α < 0 preference in Model C suggests

fundamental emission mechanism differences—high-
energy photons originate from distinct jet regions or
earlier acceleration phases. A recent analysis [38] of
LHAASO observations [30, 34] tentatively supports this
idea through precursor signals.
Future facilities like Cherenkov Telescope Array (CTA)

[39] will revolutionize LV studies through:

• ∼1000 GRB events with z > 2 probes;

• Millisecond timing at 0.1-100 TeV energies;

• 3D or multi-D parameter reconstruction
(ELV, α, z).

This establishes Model C as the current preferred
framework while highlighting TeV photons as crucial
probes of both quantum gravity and compact object as-
trophysics.

VI. SUMMARY

We perform Monte Carlo simulations using synthetic
datasets comprising 10 GRBs matched in redshift to
observed counterparts. Adopting the intrinsic spectral
properties of GRB 221009A measured by LHAASO-
WCDA [34] as a universal template, we generate 1,000
high-energy photons per GRB in the source frame, span-
ning energies Ehigh,s ∈ [2, 20000] GeV. Three distinct
mock datasets based on Models A, B and C are con-
structed by embedding time delays governed by:

∆tobs
1 + z

= aLVK1 + αEh,s +∆tin,c, ∆tin,c ∼ N (µ, υ2),

(17)
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FIG. 4. Examining three models with 14 + 3 photons from Ref. [33]. The orange lines in each subfigure denotes the inference
results with 14 multi-GeV photons from Ref. [28], which are also the injected parameters for Set A, Set B, and Set C, respectively.

where parameters (aLV, α, µ, υ) are injected from real-
data posterior distributions.

Bayesian analysis reveals that Model C—jointly in-
corporating Lorentz violation (LV) delays and energy-
dependent intrinsic emission terms—successfully recovers
injected parameters across all synthetic datasets, achiev-
ing sub-percent biases in ELV and α estimates. Con-
versely, Models A (LV + constant delay) and B (energy-
dependent delay only) exhibit catastrophic failures when
applied to datasets generated under opposing mecha-
nisms, with parameter mismatches exceeding ∼ 5σ sig-
nificance in TeV-energy regimes. This dichotomy high-
lights the unique capacity of Model C to disentangle LV
signatures from astrophysical systematics.

To validate our framework, we analyze recent findings
from studies [28, 32, 33] that focus on realistic datasets
comprising 14 Fermi-LAT multi-GeV photons from eight
gamma-ray bursts (GRBs). Additionally, we incorpo-
rate a 99.3 GeV photon from GRB 221009A observed by
Fermi-LAT, a TeV photon from GRB 190114C detected
by the MAGIC telescope, and a multi-TeV photon from
GRB 221009A recorded by LHAASO. While Models A

and B produce unphysical constraints on Lorentz viola-
tion (LV) or result in null detections, Model C robustly
identifies a subluminal Lorentz violation characterized by
an energy scale of ELV ≃ 3×1017 GeV, which is consistent
with earlier constraints. Our results clearly demonstrate
that energy-dependent intrinsic delays—previously over-
looked in prior studies—are essential for reconciling LV
signals across different energy bands. This highlights the
importance of incorporating energy-dependent effects in
future analyses to enhance the understanding of Lorentz
violation in high-energy astrophysics.
This systematic validation establishes Model C

as the definitive framework for future LV searches
with high-energy observatories (e.g., LHAASO, CTA),
ensuring reliable discrimination between quantum-
gravity-induced dispersion and source astrophysics.
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