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Abstract
Vector processing is crucial for boosting processor perfor-
mance and efficiency, particularly with data-parallel tasks.
The RISC-V "V" Vector Extension (RVV) enhances algorithm
efficiency by supporting vector registers of dynamic sizes
and their grouping. Nevertheless, for very long vectors, the
static number of RVV vector registers and its power-of-two
grouping can lead to performance restrictions. To counteract
this limitation, this work introduces Zoozve, a RISC-V vec-
tor instruction extension that eliminates the need for strip-
mining. Zoozve allows for flexible vector register length and
count configurations to boost data computation parallelism.
With a data-adaptive register allocation approach, Zoozve
permits any register groupings and accurately aligns vec-
tor lengths, cutting down register overhead and alleviating
performance declines from strip-mining. Additionally, the
paper details Zoozve’s compiler and hardware implementa-
tions using LLVM and SystemVerilog. Initial results indicate
Zoozve yields a minimum 10.10× reduction in dynamic in-
struction count for fast Fourier transform (FFT), with a mere
5.2% increase in overall silicon area.

Keywords: RISC-V, vector processing, LLVM, hardware im-
plementation

1 Introduction
Extensive computational needs have spurred advancements
in vector instruction set architectures (ISAs). To better serve
an array of computational requirements, modern vector ex-
tension technologies have gradually moved towards variable-
length registers, which allow vector lengths to be dynami-
cally adjusted to suit varying workloads. New vector ISAs,
such as the Scalable Vector Extension (SVE) [18] and the
RISC-V “V” Vector Extension (RVV), have been introduced.

∗Both authors contributed equally to this research.

These designs allow vectors to be resized dynamically ac-
cording to the demands of particular computational tasks,
thus providing additional flexibility. The objectives in de-
signing SVE and RVV include optimizing performance and
enhancing resource optimization by adapting to workload
variations [15]. In contrast to traditional fixed-length vector
registers, these modern vector extensions not only eliminate
compatibility conflicts between hardware and software but
also markedly enhance computational efficiency. Numerous
companies and universities have developed diverse vector
extensions supporting various RVV release versions, cater-
ing to different areas such as high-performance computing
(HPC) [2, 10, 13, 14, 16], neural networks [1], [9], the internet
of things (IoT), and edge computing [3], [5]. These innova-
tions illustrate the ongoing efforts to boost performance and
efficiency across multiple sectors.
The RVV extension faces intrinsic obstacles in domain-

specific computations, such as wireless communications and
artificial intelligence, which often involve ultra-long vectors.
When vector lengthmultipliers (LMULs) are larger, they limit
the number of registers available for allocation, which in-
creases register pressure and results in more register spilling.
Conversely, smaller LMULs require frequent strip-mining,
negatively affecting performance [7]. Moreover, developers
must possess an in-depth comprehension of RVV’s varied
functionalities and operations and need to optimize regis-
ter usage and memory access to devise efficient vectorized
code, adding to the complexity of programming. Therefore,
enhancing performance requires meticulous kernel optimiza-
tion specific to applications, balancing LMUL settings and
register availability, and understanding architectural details.
This paper introduces Zoozve, a novel RISC-V vector ex-

tension that eliminates the need for strip-mining, aimed at
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Figure 1. (a) Valid LMUL values for RVV include 4 and 8
across different vector lengths. (b) Zoozve supports arbitrary
register grouping values such as 3 and 5 for asymmetric
instructions.

overcoming performance challenges when handling ultra-
long vectors. This extension enhances both resource utiliza-
tion and processing efficiency by incorporating innovative
instruction formats that accommodate essential vector opera-
tions and offer increased access to physical registers, thereby
minimizing memory usage. This work includes several con-
tributions, outlined as follows:
Strip-Mining-Free Vector Extension: To address the fixed
register count and power-of-two register group issues found
in RVV, a flexible RISC-V vector instruction extension with-
out strip-mining is proposed.
Arbitrary Register Grouping Strategy: A register alloca-
tion strategy that adapts dynamically to the circumstances
is introduced, intelligently modulating the distribution of
registers in accordance with real-time vector lengths and the
current register availability.
Compilation Support: Intrinsic splitting and assembly co-
alescing passes have been developed, together with a com-
prehensive compilation mechanism for Zoozve using LLVM,
allowing effortless conversion from high-level code to effi-
cient machine instructions.
2 Background and Motivation
Vector Strip-Mining: A fundamental aspect of vector ISAs
is strip-mining, which enables vector processors to handle
data volumes exceeding the capacity of available registers.
This method partitions sizable vectors into smaller strips,
each handled separately within a loop, which can be im-
plemented in either hardware or software [6]. For example,
Advanced Vector eXtensions (AVX) [8] implements strip-
mining through software without having specific hardware
control registers. In contrast, SVE uses the whilelt predica-
tive instruction for loop terminationmanagement. TSUBASA

[11] and RVV enhance strip-mining by integrating hardware
registers that dictate appropriate vector lengths for each
strip. Crafting an ISA that minimizes conditional overhead
while optimizing data-level parallelism demands careful con-
sideration.
Vector Register Grouping: Data structures for RVV and
Zoozve are depicted in Fig. 1. The power-of-two register
grouping (RG) approach in RVV has limitations in two prin-
cipal areas: (i) For relatively short vector lengths (VL), even
though an LMUL can fit all vector elements into a single RG, a
VL falling between (2𝑛𝑙𝑚𝑢𝑙−1+1) ·𝑉𝐿𝐸𝑁

𝑉𝐸𝑊
and (2𝑛𝑙𝑚𝑢𝑙 −1) ·𝑉𝐿𝐸𝑁

𝑉𝐸𝑊

may cause under-utilization of vector registers. Here, 𝑛𝑙𝑚𝑢𝑙 ,
𝑉𝐿𝐸𝑁 , and 𝑉𝐸𝑊 correspond to the logarithm of LMUL, the
bit width of an individual vector register, and the vector el-
ement bit width, respectively (illustrated in the RVV case
where LMUL equals 8 in Fig. 1); (ii) In cases of longer VLs,
RVV often faces challenges managing tail data during strip-
mining, where small-sized tail data can occupy RGs in a
higher LMUL setup, leading to diminished performance.

3 ISA Extensions and Methodology
3.1 Zoozve Extension Instructions
To eliminate strip-mining and address the aforementioned
vector register grouping drawbacks, Zoozve is specifically
designed for high-performance vector processing with the
following key principles: (a) The quantity and dimensions of
vector registers can be arranged with flexibility, not limited
to set values. (b) Having an adequate quantity of vector
registers enables more data to be kept in close proximity to
the execution units.
Zoozve vector instructions are broadly categorized into

three types: vector load/store instructions, vector arithmetic
and logical instructions, and vector control instructions us-
ing RISC-V custom opcode regions (custom-0/1/2). Fig.2(a)
presents the typical vector arithmetic and logical instruction
format. To support the efficient access of a large number
of vector register groups, the v_head field (e.g., vd_head,
vs2_head, and vs1_head) is used. This register field allows
for the access of up to 213 vector registers. It can be further ex-
panded by using vsetcsr instruction to write extra bits into
control and status registers (CSRs). The field v_head stores
the starting addresses of the vector registers involved in the
operation. The scalar register rs_avl holds the target vector
length. With the starting addresses provided by v_head and
the vector length specified by rs_avl, it becomes possible
to efficiently access large register groups. The rs2 field is
utilized to hold the scalar operand, enabling efficient vector-
scalar computations. Fig. 2(b) compares Zoozve and RVV
in a reduction add kernel, highlighting Zoozve’s reduced
instruction count due to the removal of strip-mining.

Asymmetric instructions are specifically designed for vec-
tor data processing, exemplified by scatter and gather in-
structions. Zoozve allows different VLs between source and
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Figure 2. (a) Zoozve vector arithmetic and logical instructions format. (b) Comparison of reduction add assembly in Zoozve
and RVV. (c) Compilation workflow for Zoozve in LLVM.
destination vectors by using register-level gather or register
scatter instructions, shown on the right of Fig. 1. For length-
ening vectors, a scatter instruction can be used: vd[vs2[i]]
← vs1[i]. Conversely, to shorten a vector, a gather instruc-
tion can be applied: vd[i] ← vs1[vs2[i]]. Unlike the
vrgather instruction in RVV, which maintains the same VL
for both source and target registers, Zoozve allows the tar-
get vector’s length to match the length of the input indices,
rather than the input vector’s length, which minimizes regis-
ter waste. These asymmetric instructions maximize register
efficiency when there is a substantial VL difference between
source and destination registers.

Leveraging the extensive encoding space described above,
an arbitrary, data-adaptive register grouping allocation strat-
egy is proposed to eliminate strip-mining at both the soft-
ware and compiler level. Specifically, Zoozve allows for a
variable number of vector registers (V0 to Vn), which can
be flexibly configured based on specific application require-
ments. The RGs in Zoozve can be dynamically adjusted based
on the types of instruction values. The determination of RG
depends on two factors: the starting register number, 𝑅𝐺ℎ𝑒𝑎𝑑 ,
allocated by register allocation (RA) algorithms of the com-
piler, and the vector data type, defined as 𝑅𝐺𝑡𝑦𝑝𝑒 = 𝐿 ·𝑉𝐸𝑊 ,
where 𝐿 is the programming vector length. Data types are
declared within the high-level programming language. At
compile time, RGs are allocated by calculating the range
from 𝑅𝐺ℎ𝑒𝑎𝑑 to 𝑅𝐺𝑡𝑎𝑖𝑙 = 𝑅𝐺ℎ𝑒𝑎𝑑 + 𝑅𝐺𝑡𝑦𝑝𝑒/𝑉𝐿𝐸𝑁 .

3.2 Compilation Workflow
To provide compilation support for Zoozve, we design the
compilation workflow shown in Fig. 2(c). Several LLVM

passes are implemented to remove the strip-mining assem-
blies. Below is a detailed step-by-step explanation of the
compilation process.
Step 1: The implementation of the built-in functions for

Zoozve in Clang provides programmers with an intuitive
interface to utilize Zoozve operations efficiently. These built-
in functions allow developers to explicitly specify the vector
value type, which is leveraged in subsequent optimizations.

Step 2: Clang then transforms these built-in functions
into intrinsics via intrinsic library mapping. Through static
single assignment (SSA), variables in the high-level language
are converted into virtual registers.
Step 3: To resolve the aforementioned compilation is-

sue, the Zoozve intrinsic splitting pass is introduced. In this
pass, the original intrinsic intermediate representation (IR)
is transformed into a split form with a specific value type,
ensuring that the range of virtual registers is clearly defined
and effectively managed. The total number of split instances
is determined by the split count. delimiter intrinsics are
inserted before and after each split to guide the RA phase.
These delimiters indicate which registers must be allocated
consecutively to form a register group.
Step 4: Once the transformed IR is generated, it is uti-

lized in the RA stage, where registers are assigned based on
the lifespan of virtual registers as determined by live inter-
val modification. The process operates between the lifetime
analysis and RA, ensuring that virtual registers grouped by
delimiter intrinsics are assigned consecutively. First, eligible
registers are scanned, tracing back to locate the delimiter in-
trinsic and determine the 𝐿𝑀𝑈𝐿. For each subsequent 𝐿𝑀𝑈𝐿

split intrinsic, it enforces the lifespan of the registers to that
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Figure 3. Speedup of dynamic instruction counts and strip-
mining iterations for RVV and Zoozve across different ker-
nels: Top: fft processing of 𝑓 32 elements from 32 to 2048
points. Middle: dotproduct of 𝑓 32 elements from 512 to
16,384. Bottom: axpy operation on 𝑓 32 elements from 512 to
16,384.

of the first intrinsic. Finally, all split virtual registers are en-
queued for RA in the designated queue. The RA operates
by performing a lifetime analysis of virtual registers, allow-
ing virtual registers grouped by delimiter intrinsics to be
assigned in a manner that preserves their spatial continuity.
Step 5: Following RA, the IRsplit is translated into corre-

sponding Zoozve assembly instructions (Z_asms) through
the Zoozve assembly coalescing pass. During this pass, con-
secutive Z_asms are detected, where vector registers are con-
secutive and other parameters remain the same, and merged
into a single, consolidated instruction, corresponding to the
original built-in C function. This merging step optimizes
instruction flow and minimizes redundancy, effectively en-
suring that the final assembly sequencemirrors the efficiency
of the original function.
4 Experiment and Evaluation
4.1 Experimental Setup
We conduct experiments to compare the performance of
kernels executed using RVV and Zoozve, utilizing LLVM
15.6.0, the Spike simulator [17], and our customized Zoozve
simulator. The benchmarks include dotproduct and axpy
from OpenBLAS [12], as well as manually implemented fft

of various sizes, all of which are fundamental to scientific
computing, signal processing, and machine learning. Our
experiments analyze the impact of instruction count and
scalable LMUL in Zoozve, with configurations featuring up
to 2048 registers and LMUL values up to 1024. Furthermore,
we implement a hardware proof-of-concept to validate the
feasibility of the proposed ISA.

4.2 Kernel Comparison
Fig. 3 shows the speedup of Zoozve relative to RVV in dy-
namic instruction counts, along with the corresponding strip-
mining iterations for three different kernels: fft, dotproduct,
and axpy. fft demonstrates the significant advantages of
Zoozve (LMUL=64) over RVV (LMUL=4) in terms of dy-
namic instruction count speedup and the number of strip-
mining operations when processing FFT computations for
data sizes ranging from 32 to 2048 points. Regardless of the
data size, Zoozve consistently outperforms RVV in terms of
dynamic instruction count. Even for smaller data sizes like
32 points, Zoozve achieves a 10.1× speedup, which increases
to a 344.44× speedup when handling the larger 2048-point
data size. Unlike the traditional divide-and-conquer method
[4], Zoozve overcomes the LMUL constraints, enabling data
calculation and permutation with minimal register spilling.

Benefits are also evident when executing operations such
as dotproduct and axpy for 𝑓 32 elements spanning from
512 to 16,384. Both kernels exhibit linear computational com-
plexity of 𝑂 (𝑛), typically involving only multiplications and
additions without nested loops. In RVV, the dynamic instruc-
tion counts and strip-mining instances increase as the vector
size grows due to limited register resources. Specifically, for
dotproduct, the instruction count rises from 52 to 1292 and
the number of strip-mining increases from 8 to 256 as the vec-
tor size increases. In contrast, Zoozve’s larger registers and
adjustable LMUL parameters result in a constant dynamic in-
struction count of 17, eliminating the need for strip-mining.
For large data size, such as 16,384 𝑓 32 elements, the speedup
achieved by Zoozve can reach up to 76×. A similar trend
is observed in axpy where RVV’s instruction count grows
from 25 to 707 and strip-mining count rises from 2 to 64.
Meanwhile, Zoozve maintains a constant dynamic instruc-
tion count of 12 in axpy, achieving a speedup of up to 58.92×
when processing the same large data size.

4.3 Hardware Proof-of-Concept
Fig. 4 illustrates a possible hardware implementation for
Zoozve. Building upon [2], two key components are intro-
duced to support the Zoozve extension. In the control path,
additional logic is incorporated to accommodate the flex-
ibility of the RG and detect hazards between instructions.
Comparators (CMPs) determine whether register indices fall
within the range of 𝑅𝐺ℎ𝑒𝑎𝑑 and 𝑅𝐺𝑡𝑎𝑖𝑙 , with their outputs
OR’ed to generate a hazard signal. In the data path, a shuf-
fle engine – comprising a crossbar and multiple processing
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Figure 4.A hardware architecture supporting the Zoozve ex-
tension, with the additional components required for Zoozve
shaded.

elements (PEs) – is implemented to handle inter-lane asym-
metric operations, while lanes execute symmetric operations.
Our design is synthesized using the SMIC 40nm process (400
MHz), yielding a 7.2 mm2 synthesis area and 11.9 mm2 lay-
out area for a 64-lane, 1024-register configuration, with a
negligible 5.2% area overhead.

5 Conclusion
This work presents Zoozve, a strip-mining-free RISC-V vec-
tor extension that tackles performance bottlenecks with ar-
bitrary register grouping in ultra-long vector computation.
Compiler optimizations, including intrinsic splitting and as-
sembly coalescing, further enhance performance, achieving
a 10.10× FFT instruction reduction with just a 5.2% area
increase.
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