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Abstract

We present a quantum algorithm for sampling random spanning trees from a weighted
graph in rOp?

mnq time, where n and m denote the number of vertices and edges, respectively.
Our algorithm has sublinear runtime for dense graphs and achieves a quantum speedup over
the best-known classical algorithm, which runs in rOpmq time. The approach carefully combines,
on one hand, a classical method based on “large-step” random walks for reduced mixing time
and, on the other hand, quantum algorithmic techniques, including quantum graph sparsifi-
cation and a sampling-without-replacement variant of Hamoudi’s multiple-state preparation.
We also establish a matching lower bound, proving the optimality of our algorithm up to poly-
logarithmic factors. These results highlight the potential of quantum computing in accelerating
fundamental graph sampling problems.

1 Introduction

Random spanning trees are among the oldest and most extensively studied probabilistic struc-
tures in graph theory, with their origins tracing back to Kirchhoff’s matrix-tree theorem from
the 1840s [Kir47]. This foundational result established a profound connection between span-
ning tree distributions and matrix determinants. Beyond graph theory, random spanning trees
are deeply intertwined with probability theory [LP17b] and exemplify strongly Rayleigh distri-
butions [BBL09]. Intriguingly, sampling random spanning trees has revealed unexpected and
remarkable connections to various areas of theoretical computer science. Notably, they have
been instrumental in breakthroughs that overcame long-standing approximation barriers for both
the symmetric [GSS11] and asymmetric versions of the Traveling Salesman Problem [AGM`10].
Goyal, Rademacher and Vempala [GRV09] demonstrated their utility in constructing cut spar-
sifiers. Beyond their significance in theoretical computer science, random spanning trees also
play a crucial role in machine learning and statistics. They have been applied to a wide range
of tasks, including graph prediction [CBGV`13], network activation detection [SSK13], spa-
tial clustering [TAL19], online recommendation systems [HPVP21], and causal structure learn-
ing [DYMZ23, RBM23].

*Correspondence author. Authors are listed in alphabetical order.
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Given its significant theoretical importance and broad applications, the problem of sampling
random spanning trees has attracted substantial research interest, leading to a series of advance-
ments in performance and algorithmic techniques [Gue83, Bro89, Ald90, Kul90, Wil96, CMN96,
KM09, MST14, HX16, DKP`17, DPPR17, Sch18, ALG`21]. These contributions can be broadly
categorized into three main approaches:

• Determinant calculation approaches [Gue83, Kul90, CMN96]: These methods build on
Kirchhoff’s matrix-tree theorem, which states that the total number of spanning trees in a
weighted graph is equal to any cofactor of its graph Laplacian. Leveraging this theorem, one
can calculate determinants to randomly select an integer between 1 and the total number of
spanning trees and efficiently map this integer to a unique tree. This approach was first em-
ployed by Guenoche [Gue83] and Kulkarni [Kul90] to develop an Opmn3q time algorithm,
where m and n denote the number of edges and vertices in the graph, respectively. Later,
Colbourn, Myrvold, and Neufeld [CMN96] improved it to an Opnωq time algorithm, where
ω « 2.37 is the matrix multiplication exponent.

• Approaches based on effective resistances [HX16, DKP`17, DPPR17]: The core insights be-
hind there approaches is that the marginal probability of an edge being in a random span-
ning tree is exactly equal to the product of the weight and the effective resistance of the edge.
Harvey and Xu [HX16] proposed a deterministic Opnωq time algorithm that uses conditional
effective resistances to decide whether each edge belongs to the tree, iteratively contracting
included edges and deleting excluded ones. Building on this, Durfee, Kyng, Peebles, Rao
and Sachdeva [DKP`17] leveraged “Schur complements” to efficiently compute conditional
effective resistances, resulting in a faster algorithm with a runtime of rOpn4{3m1{2 ` n2q. In a
separate work, Durfee, Peebles, Peng and Rao [DPPR17] introduced determinant-preserving
sparsification, which enables the sampling of random spanning trees in rOpn2

ǫ
´2q time, from

a distribution with a total variation distance of ǫ from the true uniform distribution.

• Random walk based approaches [Bro89, Ald90, Wil96, KM09, MST14, Sch18, ALG`21]:
First introduced independently by Broder [Bro89] and Aldous [Ald90], it was shown that
a random spanning tree can be sampled by performing a simple random walk on the
graph until all nodes are visited, while retaining only the first incoming edge for each
vertex. For unweighted graphs, this results in an Opmnq algorithm. The subsequent
works [Wil96, KM09, MST14] focused on accelerating these walks using various techniques
involving fast Laplacian solving, electrical flows and Schur complements. This line of re-
search culminated in Schild’s work [Sch18], which achieved an almost-linear time algo-
rithm with a runtime of m1`op1q. The current state-of-the-art, presented by Anari, Liu, Oveis
Gharan, Vinzant and Vuong [ALG`21], introduces a simple yet elegant approach based on
“down-up random walks”, achieving a near-optimal algorithm with a runtime Opm log2 mq.
Notably, the analysis of the mixing time is both technically intricate and profound.

1.1 Main Result

In this work, we propose a quantum algorithm for approximately sampling random spanning
trees, leading to the theorem below. We let WG denote the distribution over spanning trees of G,
where each tree is sampled with probability proportional to the product of its edge weights.

Theorem 1 (Quantum algorithm for sampling a random spanning tree). There exists a quantum al-
gorithm QRSTpOG, εq that, given query access OG to the adjacency list of a connected graph G “ pV, E, wq

2



(with |V| “ n, |E| “ m, w P R
E
ě0), and accuracy parameter ε, with high probability, outputs a spanning

tree T of G drawn from a distribution which is ε-close to WG in total variation distance. The algorithm

makes rOp?
mn logp1{εqq queries to OG, and runs in rOp?

mn logp1{εqq time.

We also prove a matching lower bound, showing that the runtime of our quantum algorithm
is optimal up to polylog-factors.

Theorem 2 (Quantum lower bound for sampling a random spanning tree). Let ε ă 1{2 be a constant.

For any graph G “ pV, E, wq with |V| “ n, |E| “ m, w P R
E
ě0, consider the problem of sampling a

random spanning tree from a distribution ε-close to WG, given adjacency-list access to G. The quantum
query complexity of this problem is Ωp?

mnq.

1.2 Techniques

Our algorithm is based on the “down-up random walk” approach from [ALG`21]. Their core
idea (already present in earlier work [RTF18]) is to consider a random walk over spanning trees.
In each step of the random walk, they randomly remove an edge to split it into two components,
and then add a new edge sampled from the edges across the two components proportional to
the edge weights. Their crucial contribution is to show that this random walk has a mixing time
rOpnq, which is sublinear with respect to the number of edges m. Since each step of the down-up
random walk can be costly ( rOpmq, naively), their final algorithm actually considers an “up-down
random walk”, where first an edge is added and then another edge is removed. While this walk
has a larger mixing time rOpmq, each step can now be implemented in amortized time rOp1q using
link-cut trees.

1.2.1 Idea (and Barrier) for Quantum Speedups

To achieve a sublinear-time quantum algorithm, we could follow [ALG`21] and attempt to quan-
tumly accelerate the mixing time of the up-down walk. However, apart from some special
cases [AAKV01, MR02, Ric07], no general quantum speedups for the mixing time of classical ran-
dom walks are known. As a result, any algorithm with a mixing time of rOpmq does not yield a
quantum advantage.

A natural alternative is to revisit the down-up random walk, which has a sublinear mixing time
of rOpnq, and leverage quantum techniques to speed up the implementation of each step. Specif-
ically, after removing an edge, we can sample an edge between the two resulting components in
rOp?

mq time using Grover search [Gro96], compared to the classical rOpmq time. Unfortunately,
this still results in an overall complexity of rOp?

mnq P rΩpmq, offering no speedup over classical
algorithms.

1.2.2 Our Approach

To overcome the above barriers, we use an amortization idea of implementing a “large-step”
down-up walk instead of a single-step approach. In a standard down-up walk, a single edge
in the spanning tree is changed after each step. In contrast, the large-step down-up walk modifies
several edges—approximately Θpnq—in each step, resulting in a significantly faster mixing time
of rOp1q. These Θpnq edges are sampled from a batch of rOpnq edges, which we select among the m

edges in time rOp?
mnq using quantum search. While the framework appears simple at first glance,
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implementing each step requires a careful integration of various quantum algorithms. Addition-
ally, analyzing the mixing time relies on deep results from [ALV22]. Below, we outline the main
techniques utilized in our approach:

Domain Sparsification Under Isotropy. Domain sparsification [AD20, ADVY22, ALV22] is a
framework which aims to reduce the task of sampling from a distribution on

`rms
k

˘
with k ! m

to sampling from some related distribution on
`rts

k

˘
for t ! m. For so-called “strongly Rayleigh dis-

tributions” [BBL09], the domain size can be reduced to be nearly linear in the input size with
t “ rOpkq [ALV22]. For random spanning trees, which are a canonical example of a strongly
Rayleigh distribution, this reduces the sampling problem from domain

`rms
n

˘
to

`rts
n

˘
with t P rOpnq.

This provides an opportunity for quantum acceleration, provided that it is easier to sample this
subdomain of rOpnq edges.

A key technique enabling efficient sampling of such a subdomain is the “isotropic transforma-
tion”, which can be interpreted as a discrete analogue of the isotropic position of a continuous
distribution [Rud99, LV24]. Originally developed in the context of designing algorithms for sam-
pling from logconcave distributions, the isotropic position uses a linear map to convert a distri-
bution into a standard form, enabling faster and more efficient sampling. In [ALV22], Anari Liu
and Vuong describe a discrete isotropic transformation for distributions over

`rms
k

˘
based on the

marginals of individual elements of rms. After this isotropic transformation, domain sparsification
reduces to sampling a subdomain uniformly at random from the domain.

For the particular case of sampling random spanning trees, the marginal probability of an
edge is given by its effective resistance, and domain sparsification amounts to sampling edges
uniformly at random in the isotropic-transformed multigraph (see lemma 18), whose construction
is based on the effective resistances of the edges in the original graph.

In our algorithm, rather than explicitly computing this isotropic transformation (whose de-
scription size is rOpmq which we cannot tolerate), we utilize a quantum data structure, QResistance,
which provides quantum query access to effective resistances, to “implicitly” construct and main-
tain the isotropic-transformed multigraph. More specifically, with QResistance in place, we can
efficiently implement the up step of the walk, which involves sampling a subdomain of Opnq
edges uniformly from the implicit isotropic-transformed multigraph, as well as the down step,
which requires sampling a random spanning tree from the resulting rOpnq-edge subdomain.

Quantum Graph Algorithms and Quantum Multi-Sampling. To achieve the near-optimal
quantum speedup, our algorithm incorporates a suite of quantum algorithms as subroutines. Dur-
ing the initialization stage, it utilizes the quantum minimum spanning tree algorithm proposed
in [DHHM06] to identify a starting spanning tree, reducing the complexity from rOpmq to rOp?

mnq.
For approximating the effective resistance, we adopt the approach in [AdW22] that combines the
quantum graph sparsification algorithm with the Spielman-Srivastava toolbox [SS11] to construct
an efficient QResistance data structure in rOp?

mnq time. This data structure provides query ac-
cess to approximate effective resistances with a cost of rOp1q per query. For the up operation,
we develop a variant of quantum search, QIsotropicSample, for sampling multiple edges in the
isotropic-transformed graph with up to a quadratic speedup. The key idea behind this algorithm
is to leverage a variant of the “preparing many copies of quantum states” technique proposed
in [Ham22], utilizing the query access provided by our QResistance. This variant of the Hamoudi’s
technique can be thought of as a sampling without replacement method, ensuring that the samples
are all different. Notably, QIsotropicSample efficiently samples a set of rOpnq edges in rOp?

mnq time.
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Leveraging these algorithms, our approach ultimately achieves random spanning tree sampling
in rOp?

mnq time.

1.2.3 Lower Bound

The lower bound follows from a reduction of the problem of finding n marked elements among
m elements, whose quantum query complexity is Θp?

mnq, to the problem of sampling a uniform
spanning tree in a weighted graph. The reduction encodes the search problem into the weights
of a fixed graph, in such a way that a uniformly random spanning tree in that graph reveals the
marked elements. The argument is similar to the Ωp?

mnq lower bound from [DHHM06] on the
quantum query complexity of finding a minimum spanning tree.

1.3 Open Questions

Our work raises several interesting questions and future directions, including the following:

• The runtime of our quantum algorithm is tight, up to polylogarithmic factors, for sampling
random spanning trees in weighted graphs. Can we potentially improve the runtime for
unweighted graphs, for instance, to rOpnq? This is the case for constructing spanning trees,
as was shown in the earlier work [DHHM06]. Note that our Ωp?

mnq lower bound applies
only to the weighted graph case. We were unable to prove a ωpnq lower bound for the
unweighted case, based on which we conjecture that there exist more efficient algorithms
for the unweighted case.

• This work represents the first application of the down-up walk in quantum algorithm de-
sign. As demonstrated by a series of breakthroughs in sampling and counting problems
for spin systems [AL20, ALG24, CGŠV21, JPV21, AASV21, Liu21, BCC`22, ALG22], the
down-up walk has proven highly effective in designing classical algorithms for a variety
of graph problems. Notable examples include independent set sampling [AL20, ALG24],
q-colorings sampling [CGŠV21, JPV21, BCC`22], edge-list-colorings sampling [ALG22], pla-
nar matching counting and sampling [AASV21], and vertex-list-colorings sampling [Liu21].
Given these successes, it would be intriguing to explore whether quantum speedups can be
achieved for these problems.

• Additionally, exploring quantum speedups for determinantal point processes (DPPs) is a nat-
ural and meaningful direction. Like random spanning trees, DPPs are strongly Rayleigh dis-
tributions, enabling efficient domain sparsification [AD20, ADVY22, ALV22]. They also play
a crucial role in applications such as machine learning [KT11, KT`12, DKM20], optimiza-
tion [DBPM20, DKM20, NST22], and randomized linear algebra [DW17, DCMW19, DY24].
Developing quantum algorithms for DPPs could lead to quantum computational advantages
in these areas.

2 Preliminaries

For simplicity, we use rns to represent the set t1, 2, . . . , nu and rns0 to represent the set t0, 1, . . . , n ´
1u. We consider an undirected weighted graph G “ pV, E, wq, where V is the vertex set, E is the
edge set, and w : E ÞÑ Rě0 represents the weight function. We use n, m to denote the size of V and
E, respectively. We use δi to denote the vector whose elements are 0 except for the i-th element,
which is 1.

5



For a distribution defined over all subsets µ : 2rms Ñ Rě0 and S Ď rms, let µS be the restricted
distribution of P „ µ conditioned on the event P Ď S.

2.1 Quantum Computational Model

We assume the same quantum computational model as in for instance [DHHM06, AdW22]. This
entails a classical control system that (i) can run quantum circuits on Oplog nq qubits, (ii) can make
quantum queries to the adjacency list oracle OG, and (iii) has access to a quantum-read/classical-
write RAM of rOp?

mnq bits. The quantum query complexity measures the number of quantum
queries that an algorithm makes. The quantum time complexity measures the number of elemen-
tary operations (classical and quantum gates), quantum queries, and single-bit QRAM operations
(classical-write or quantum-read). If we only care about the quantum query complexity, then we
can drop the QRAM assumption at the expense of a polynomial increase in the time complexity.

2.2 Markov Chains and Mixing time

Let µ, ν be two discrete probability distributions over a finite set Ω. The total variation distance
(or TV-distance) between µ and ν is defined as

‖µ ´ ν‖TV :“ 1
2

ÿ

xPΩ

|µpxq ´ νpxq| .

The Kullback-Leibler (KL) divergence, also known as relative entropy, between µ and ν is defined
as

DKLpµ ‖ νq :“
ÿ

xPΩ

µpxq log
ˆ

µpxq
νpxq

˙
.

A well-known result, often summarized as “relative entropy never increases”, is stated in the
following theorem:

Theorem 3 (Data Processing Inequality). For any transition probability matrix P P R
ΩˆΩ

1

and pair of
distributions µ, ν : Ω Ñ Rě0, it holds that

DKLpνP ‖ µPq ď DKLpν ‖ µq.

A Markov chain on a finite state space Ω is specified by its transition probability matrix P P
R

ΩˆΩ. For a comprehensive introduction to the analysis of Markov chains, we refer the reader
to [LP17a]. A distribution µ is said to be stationary with respect to P if µP “ µ. In this case,
µ is also called the stationary distribution of the Markov chain. When P is ergodic, the Markov
chain has a unique stationary distribution µ, and for any initial probability distribution ν on Ω,
‖νPt ´ µ‖TV converges to 0 as t Ñ 8. To precisely characterize how quickly an ergodic Markov
chain converges, one can define the mixing time as below.

Definition 4 (Mixing time). Let P be an ergodic Markov chain on a finite state space Ω and let µ denote
its stationary distribution. For any probability distribution ν on Ω and ε P p0, 1q, we define

tmixpP, ν, εq :“ min
!

t ě 0 | ‖νPt ´ µ‖TV ď ε
)

.

The following well-known theorem demonstrates the relationship between the modified log-
Sobolev constant and mixing times, which bounds the mixing time via modified log-Sobolev in-
equalities.
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Theorem 5 ([BT06], see also corollary 8 in [CGM21]). Let P denote the transition matrix of an ergodic,
reversible Markov chain on a finite state space Ω with the stationary distribution µ. Suppose there exists
some α P p0, 1s such that for any probability distribution ν on Ω, we have

DKLpνP ‖ µPq ď p1 ´ αqDKLpν ‖ µq.

Then, for any ε P p0, 1q,

tmixpP, 1x, εq ď
R

1
α

¨
ˆ

log log
ˆ

1
µ pxq

˙
` log

ˆ
1

2ε
2

˙˙V
,

where 1x is the point mass distribution supported on x.

2.3 Laplacian and Graph Sparsification

For an undirected weighted graph G “ pV, E, wq, the weighted degree of a vertex v is defined as
degpvq “

ř
ePE:vPe we, where the sum is taken over all edges e incident to v, and we denotes the

weight of edge e.

Definition 6 (Laplacian). The Laplacian of a weighted graph G “ pV, E, wq is defined as the matrix

LG P R
VˆV such that

pLGqij “

$
’&
’%

degpiq if i “ j,

´wij if ti, ju P E,
0 otherwise.

Equivalently, the Laplacian of graph G is given by LG “ DG ´ AG, with AG the weighted adja-
cency matrix pAGqij “ wij and D the diagonal weighted degree matrix DG “ diag pdeg piq : i P Vq.
LG is a positive semidefinite matrix since the weight function w is nonnegative, and LG induces
the quadratic form

xJLGx “
ÿ

ti,juPE

wij ¨ pxi ´ xjq2

for arbitrary vector x P R
V . Graph sparsification produces a reweighted graph with fewer edges,

known as a graph spectral sparsifier. A graph spectral sparsifier of G is a re-weighted subgraph
that closely approximates the quadratic form of the Laplacian for any vector x P R

V (see defini-
tion 25 for a formal definition).

In the groundbreaking work [SS11], the authors demonstrated that graphs can be efficiently
sparsified by sampling rOpnq edges with weights roughly proportional to their effective resistance.
Now, we introduce the concept of effective resistance.

Definition 7 (Effective Resistance). Given a graph G “ pV, E, wq, the effective resistance Rij of a pair
of i, j P V is defined as

Rij “ pδi ´ δjqJL`
Gpδi ´ δjq “ ‖pL`

Gq1{2pδi ´ δjq‖2.

Here, δi is a vector with all elements equal to 0 except for the i-th is 1, and L`
G is the Moore-Penrose inverse

of the Laplacian matrix LG.

Definition 8 (Leverage Score and Leverage Score Overestimates). Given a graph G “ pV, E, wq, the
leverage score ℓe of an edge e P E is defined as the product of its weight and its effective resistance:

ℓe “ weRij, for e “ ti, ju.

7



An λ-leverage score overestimates rℓ for G is a vector in R
E
ě0 satisfying ‖rℓ‖1 ď λ, and rℓe ě ℓe “ weRe for

all e P E.

Lemma 9 (Foster’s theorem [Fos49]). For a weighted graph G “ pV, E, wq, let ℓe denote the leverage
score of an edge e P E. Then, it holds that

ř
ePE ℓe ď n ´ 1.

Proof. For a edge ti, ju, recall that Rij “
´

δi ´ δj

¯J
L`

G

´
δi ´ δj

¯
, then

ÿ

ePE

ℓe “
ÿ

ti,juPE

wijRij “
ÿ

ti,juPE

Tr
ˆ

wij

´
δi ´ δj

¯ ´
δi ´ δj

¯J
L`

G

˙
“ Tr

´
LGL`

G

¯
ď n ´ 1,

since the rank of LG is at most n ´ 1.

2.4 Strongly Rayleigh Distributions and Random Spanning Tree

Before defining strongly Rayleigh distributions, we first introduce the stability of generating poly-
nomials, a fundamental property in both mathematics and physics. For a probability distribution
µ :

`rms
k

˘
Ñ Rě0, we define the generating polynomial fµ of µ as

fµpz1, . . . , zmq “
ÿ

SPprms
k q

µpSq ¨
ź

iPS

zi.

A nonzero polynomial f P C rz1, . . . , zms is called stable if, @i P rms, the fact that Impziq ą 0 implies
that f pz1, . . . , zmq ‰ 0. A stable polynomial with real coefficients is called real stable.

We say µ is a strongly Rayleigh distribution if and only if fµ is a real stable polynomial. We
say µ is k-homogeneous if fµ is k-homogeneous. A useful fact is that if µ is strongly Rayleigh, then
its restricted distribution µS for arbitrary S Ď rms is also strongly Rayleigh. For more details, we
refer the reader to [BBL09].

For any connected undirected weighted graph G “ pV, E, wq, let TG Ď
` rms

n´1

˘
denote the set of

all spanning trees of G. We provide the formal definition of random spanning tree below.

Definition 10 (w-uniform distribution on trees). For any connected weighted undirected graph G “
pV, E, wq, the distribution WG on TG is w-uniform if PX„WG

rX “ Ts 9 ś
ePT we.

We refer to WG as the w-uniform distribution on TG. A random spanning tree drawn from the
distribution WG is called w-uniform.

Proposition 11 (Spanning Tree Marginals). Given a graph G “ pV, E, wq, the probability that an edge
e “ ti, ju P E appears in a tree sampled w-uniformly randomly from TG is given by its leverage score
ℓe “ weRij. Namely, PT„WG

re P Ts “ ℓe.

Proposition 12 (Spanning Trees are Strongly Rayleigh [BBL09, Theorem 3.6]). For any connected
weighted undirected graph G “ pV, E, wq, the w-uniform distribution WG is pn ´ 1q-homogenous strongly
Rayleigh.

Theorem 13 (Random Tree Sampling [ALG`21, Theorem 2]). There is an algorithm RSTpG, εq
that, given a connected weighted graph G “ pV, E, wq and ε ą 0, outputs a random spanning tree in
Opm log m logpm{εqq time. The distribution of output is guaranteed to be ε-close to WG in total variation
distance.
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2.5 Down-up and Up-down Walks

For a distribution µ on
`rms

k

˘
, we define the complement distribution µ on

` rms
m´k

˘
by setting µpSq def“

µprms r Sq for every S P
` rms

m´k

˘
.

Definition 14 (Down operator). For ℓ ď k define the row-stochastic matrix DkÑℓ P R
prms

k qˆprms
ℓ

q
ě0 by

DkÑℓpS, Tq “

$
&
%

0 if T Ę S,
1

pk
ℓq

otherwise.

For a distribution µ on sets of size of k, µDkÑℓ will be a distribution on sets of size of ℓ. In
particular, µDkÑ1 will be the marginal distribution of µ: PS„µpi P Sq{k, i P rms.

Definition 15 (Up operator). For ℓ ď k define the row-stochastic matrix UℓÑk P R
prms

ℓ
qˆprms

k q
ě0 by

UℓÑkpT, Sq “

$
&
%

0 if T Ę S,
µpSqř

S
1 :TĎS

1 µpS
1q otherwise.

We consider the following Markov chain Mt
µ defined for any positive integer t ě k ` 1, with

the state space supppµq. Starting from S0 P supppµq, one step of the chain Mt
µ is:

1. Sample T P
`rmsrS0

t´k

˘
uniformly randomly.

2. Sample S1 „ µS0YT and update S0 to be S1.

In [ADVY22, ALV22], it was demonstrated that the above constructed Markov chain can be
used for sampling, as it possesses several desirable properties.

Proposition 16 (Proposition 25 in [ADVY22], see also Proposition 15 and 16 in [ALV22]). The
complement of S1 is distributed according to µ0Dpm´kqÑpm´tqUpm´tqÑpm´kq if we start with S0 „ µ0.

Moreover, for any distribution µ :
`rms

k

˘
Ñ Rě0 that is strongly Rayleigh, the chain Mt

µ for t ě k ` 1 is
irreducible, aperiodic and has stationary distribution µ.

3 Main Algorithm

Our main quantum algorithm implements a “large-step” up-down walk over the spanning trees
of G. Starting from a spanning tree T, the up-step samples k “ 2n edges S uniformly at random
from EzT, and then the down-step samples a uniform spanning tree from the subgraph on T Y S.
We can show that, if the graph is nearly-isotropic, meaning that its edges have approximately
uniform leverage scores, this walk achieves a mixing time of rOp1q (see proposition 20).

In practice, most input graphs are not naturally isotropic. Isotropy here refers to a balanced
structure where every edge contributes roughly equally to the connectivity of the graph. This
balanced contribution is captured by the concept of leverage scores, which, in our setting, are
given by the product of the effective resistances of the edges and their corresponding weights.
The effective resistance of an edge serves as a measure of its “importance” in maintaining connec-
tivity: edges with high effective resistance (or high leverage scores) have an outsized influence
on the spanning tree distribution. If these values vary significantly across edges, the uniform
sampling in the up-step may become biased, adversely affecting the mixing time of the chain. To
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address this, we introduce a preprocessing step that “isotropizes” G by approximately normaliz-
ing the effective resistances. Specifically, we construct a quantum data structure QResistance that
enables efficient quantum queries to constant-factor approximations of the effective resistances
of the edges in G. This builds upon the quantum graph sparsification algorithm from [AdW22],
which efficiently estimates effective resistances. This preprocessing step, which we detail in propo-
sition 28, takes rOp?

mnq time. Once initialized, it allows us to simulate quantum query access to an
isotropic-transformed version of G, denoted as G1. With quantum query access to G1, we can then
implement the up-step efficiently by uniformly sampling k edges, thereby preserving the desired
rapid mixing properties of the Markov chain.

As initial state of the random walk, the algorithm obtains a maximum weight-product span-
ning tree T by running the quantum algorithmQMaxProductTree, a slightly modified version of the
algorithm from [DHHM06] (see theorem 30 for details). We label the tree with all its edges having 1
as a label, i.e., e Ñ pe, 1q (the label is used for identification in the isotropic-transformed graph) and
store it in QRAM. Subsequently, the algorithm executes rOp1q rounds of the up-down walk. To im-
plement the up-step, we develop a quantum algorithm QIsotropicSample for uniformly sampling
k edges S in the isotropic-transformed graph. The key idea is to combine a routine for “preparing
many copies of quantum states” with the leverage score oracle access given by our QResistance al-
gorithm. We detail this algorithm in theorem 24. Notably, the algorithm QIsotropicSample returns
a sparsified domain of k “ 2n edges in rOp?

mnq time.
Using oracles to G and R, we then build the subgraph with edges T Y S using the

SubgraphConstruct procedure. This subgraph has Opnq edges, and so we can apply the classical
spanning tree sampling algorithm RST (theorem 13) to obtain a random spanning tree in the sub-
graph in rOpnq time. This effectively implements the down-operator.

We summarize the algorithm below.

Algorithm 1 Quantum Algorithm for Random Spanning Tree Sampling, QRSTpOG, εq
Require: Quantum Oracle OG to a graph G “ pV, E, wq with |V| “ n, |E| “ m and weights

w : E Ñ Rě0; accuracy ε ą 0.
Ensure: A spanning tree from a distribution which is ε-close to WG in total variation distance.

1: R Ð QResistancepOG, 1
10 q.

2: k Ð 2n, M Ð Oplog3 n ¨ logp1{εqq.
3: T0 Ð QMaxProductTreepOGq, T

1
0 Ð LabelpT0q.

4: T Ð QStoreTreepT
1
0q.

5: for t “ 1 to M do

6: S1
t Ð QIsotropicSamplepOG, T ,R, kq.

7: H1
t Ð SubgraphConstructpOG,R, T1

t´1, S1
tq.

8: T1
t Ð RSTpH1

t, ε{p2Mqq, T Ð QStoreTreepT1
t q.

9: end for

10: Return the spanning tree T1
M without edge label.

More details of the subroutines employed in the algorithm are given below:

• The procedure LabelpT0q means that we add a specific label 1 to all the edges of T0.

• The procedure QStoreTreepTq stores the tree T into a QRAM allowing for coherent quantum
queries, given its classical description as the input.

10



• The procedure SubgraphConstructpOG,R, T1
t´1, S1

tq constructs the subgraph after the up-step.
More precisely, given query access OG to G “ pV, E, wq, query access R to approximate
resistance rR, a classical description of a tree T

1
t´1 in G, and a set S

1
t of labeled edges, we de-

fine the multigraph G1 “ pV, E1, w1q, where E1 “ tpe, jq | e P E, j P rqesu with qe “
Q

mwe
rRe

n

U

and w
1
pe,jq “ we{qe. We treat T

1
t´1 and S

1
t as subsets of edges in G

1. The procedure
SubgraphConstruct just outputs a classical description of the graph H1

t “ pV, E1
t, w1

tq, where
E1

t “ T1
t´1

Ť
S1

t, and w1
tp f q “ w1p f q for f P E1

t´1.

3.1 Isotropic Transformation

Inspired by [AD20, ADVY22, ALV22], we consider a process that transforms a graph into a multi-
graph, ensuring that the resulting random spanning tree distribution is nearly-isotropic.

Definition 17 (Isotropic Transformation of a Graph). Consider a connected weighted graph G “
pV, E, wq, with λ-leverage score overestimates rℓ P R

E
ě0 for G. The isotropic transformed multigraph G1

of G (with respect to rℓ) is defined as G1 “ pV, E1, w1q: Here E1 “ tpe, jq | e P E, j P rqesu, where pe, jq
connects the same vertices as e, and qe “

Q
mrℓe
λ

U
; w1

pe,jq “ we{qe for all e P E and j P rqes.

Lemma 18 (Isotropic Bound). For a graph G “ pV, E, wq with |V| “ n and |E| “ m, let rℓ P R
E
ě0 be

its λ-leverage score overestimates. Let G1 “ pV, E1, w1q denotes the isotropic-transformed graph of G with

respect to rℓ. Then, it holds that
∣

∣E1∣
∣ ď 2 |E|. Furthermore, for all pe, jq P E1, we have

P
S„W

G
1

rpe, jq P Ss ď λ

m
.

Proof. One has
∣

∣E1∣
∣ “

ÿ

ePE

qe ď
ÿ

ePE

˜
1 ` mrℓe

λ

¸
ď m ` m‖rℓ‖1

λ
ď 2m.

For any e “ ta, bu P E and j P rqes, the marginal

P
S„W

G
1

rpe, jq P Ss “ w1
pe,jqR1

ab “ w1
pe,jqRab “ weRab

qe

ď λ

m
,

where the first equality follows from proposition 11, and the second equality follows from the fact
that R1

ab “ Rab.

The following theorem demonstrates that the down operator satisfies a significantly stronger
entropy contraction inequality when applied to strongly Rayleigh distributions with nearly uni-
form marginals.

Theorem 19 ([ALV22, Theorem 28]). Let µ :
`rms

k

˘
Ñ Rě0 be a strongly Rayleigh distribution with

marginals p P R
m defined by pi

def“ PS„µ ri P Ss. Suppose µ satisfies

pmax
def“ max tpi : i P rmsu ď 1{500.

Then for any distribution ν :
` rms

m´k

˘
Ñ Rě0 and t ě k ` 1, we have

DKLpνDpm´kqÑpm´tq ‖ µDpm´kqÑpm´tqq ď p1 ´ κqDKLpν ‖ µq

with κ “ Θ

ˆ
t´k

pmpmax`tq log2
m

˙
.

11



Proposition 20. Let G “ pV, E, wq be a weighted graph with |V| “ n, |E| “ m, and w P R
E
ě0. Suppose

G has λ-leverage score overestimates given by rℓ P R
E
ě0, and assume m ě 1000n and λ ď 2n. Consider the

isotropic transformed multigraph G1 “ pV, E1, w1q of G with respect to rℓ, as defined in definition 17. Let
t ě n be an integer, m1 “

∣

∣E1∣
∣, and define the transition matrix P “ Dpm

1´n`1qÑpm
1´tqUpm

1´tqÑpm
1´n`1q.

Then, the mixing time satisfies

tmixpP, T
1
max, εq “ Oplog3pnq logp1{εqq. (1)

Here, T1
max “ tpe, 1q | e P Tmaxu Ď E1, where Tmax is the maximum weight-product spanning tree of G.

Proof. For the isotropic-transformed graph G1, by lemma 18, we have m1 ď 2m, and

P
S„W

G
1

rpe, jq P Ss ď λ

m
ď 2n

m
ď 1

500
.

Let TG
1 denote the set of all spanning trees of G1, and let µ

1 :
`rm

1s
n´1

˘
Ñ Rě0 be the w1-uniform

distribution on TG
1 . Applying theorem 19 with t “ 2n and k “ n ´ 1, we obtain that, for any

distribution ν
1 :

` rm
1s

m
1´k

˘
Ñ Rě0,

DKLpν
1
Dpm

1´n`1qÑpm
1´tq ‖ µ

1
Dpm

1´n`1qÑpm
1´tqq ď p1 ´ κqDKLpν

1 ‖ µ
1q,

where κ
´1 “ Oplog2 m1q “ Oplog2 nq. Thus, by the data processing inequality (theorem 3), we have

DKLpν
1P ‖ µ

1Pq ď p1 ´ κqDKLpν
1 ‖ µ

1q.

Combining the above result with the modified log-Sobolev inequality (theorem 5), we conclude
that

tmixpP, T1
max, εq ď

R
1
κ

¨
ˆ

log log
ˆ

1
µ

1pT1
maxq

˙
` log

ˆ
1

2ε
2

˙˙V
(2)

Now, observe that by the pigeonhole principle we have µpTmaxq ě 1{
`

m
n´1

˘
“ Ωp1{mnq. Conse-

quently, µ
1pT1

maxq ě µpTmaxq{pm1qn´1 “ Ωp1{p2mqnq. Thus, the claim follows as desired.

As a side remark, we note that by applying proposition 16, we can prove a bound of the mixing
time for the complement (up-down walk) in a similar way.

3.2 QIsotropicSample Routine

In this subsection, we provide further details about the QIsotropicSample routine, which is de-
signed for implementing the up-step. The goal of QIsotropicSample is to sample a set of k distinct
edges from the isotropic-transformed multigraph uniformly at random. Throughout the discus-
sion, we refer to this type of task as uniformly random k-subset sampling (of a set rms), which
means sampling a uniformly random k-size subset of the set rms.

A crucial distinction between uniformly sampling a k-size subset of the set rms and uniformly
and independently sampling k times from rms lies in the sampling method. The former requires
sampling without replacement, while the latter involves sampling with replacement. Notably, the
latter can be addressed directly using the “preparing many copies of a quantum state” algorithm
(see theorem 29 for more details). Building on this, we propose a reduction from sampling with

12



replacement to sampling without replacement in the following, leading to an efficient quantum imple-
mentation for uniformly random k-subset sampling (theorem 23) and the QIsotropicSample routine
(theorem 24).

We begin with the following combinatorial proposition, which shows that we can first perform
the sampling with replacement, and then discard any repeated elements to accomplish uniformly
random k-subset sampling.

Proposition 21. Let m P N. Suppose j1, j2, . . . , jk P rms are integers which are uniformly and inde-
pendently sampled from rms. Then, conditioning on the distinctness of these integers, the distribution of
tj1, j2, . . . , jku is the same as the distribution of a uniformly random k-subset of rms.

Proof. Consider any fixed set S “ ts1, s2, . . . , sku. For the uniformly random k-subset sampling, the
probability that S occurs is exactly 1

pm
k q .

For j1, . . . , jk which are uniformly and independently sampled from rms, the probability that
they form a permutation of ts1, . . . , sku is k!{mk . The probability that they are pairwise distinct
is m!{pmkpm ´ kq!q. Therefore, conditioning on the pairwise distinctness, the probability that
tj1, j2, . . . , jku “ S is just

k!{mk

m!{
´

pm ´ kq!mk
¯ “ 1`

m
k

˘ .

We then consider how many samples are sufficient for k distinct results, which is formalized
in the following modified balls-into-bins lemma.

Lemma 22. Let X be a uniformly random variable taking values in rms. For k P rms, let R be the set of

different results from sampling X for rΘpkq times. Then, with high probability, we have |R| ě k.

Proof. Let Yi denote the number of samples needed for |R| “ i ´ 1 to become |R| “ i. Let Y “řk
i“1 Yi. When |R| “ i ´ 1, the probability that a sample falls in rms ´ R is pi “ pm ´ i ` 1q{m. By

definition, Yi obeys the geometric distribution, meaning that

PrrYi “ ks “ p1 ´ piqk´1 pi.

Therefore, ErYis “ 1{pi “ m{pm ´ i ` 1q. By the linearity of expectations, we have

ErYs “
kÿ

i“1

ErYis “
kÿ

i“1

m

pm ´ i ` 1q ď
kÿ

i“1

k

pk ´ i ` 1q ď k logpkq.

Thus, by Markov’s inequality, with probability at least 2{3, Y ď 3k logpkq, and the claim follows by
amplifying the successful probability using Hoeffding’s inequality.

By combining the above propositions and theorem 29, we obtain a quantum algorithm for
uniformly random k-subset sampling from a set, which is described in the following corollary.

Theorem 23 (Quantum uniform random k-subset sampling). There exists a quantum algorithm
MultiSamplepOw, kq that, given query access Ow to a vector w P N

n (where ‖w‖1 “ Oppolypnqq), and
k P rns, with high probability, returns a uniformly random k-size subset S of Sw “ tpj, ℓq|j P rns, ℓ P rwjsu.

The algorithm uses rOp
?

nkq queries to Ow and runs in rOp
?

nkq time.

13



Proof. In the following, we denote k1 “ ck log k where c is a sufficiently large constant.
From theorem 29, we know with high probability, the algorithm MultiPreparepOw, k1q will re-

turn k1 copies of the state

|wy “ 1?
W

nÿ

j“1

a
wj| jy,

where W “
řn

j“1 wj, using rOp
?

nkq queries to Ow and in rOp
?

nkq time. We then measure the k
1

states on the computational basis, obtaining k
1 samples j1, j2, . . . jk1 .

Then, for each sample ji, we query the oracle Ow with the state | jiy|0y, and measure the state
Ow| jiy|0y in the computational basis to get the value of wji

. We then uniformly sample a integer ℓi P
rwji

s, producing a uniformly random sample pji, ℓiq from Sw. For each sample ji, these operations

take rOp1q time. After the above procedure, we get a sequence pj1, ℓ1q, pj2, ℓ2q, . . . , pjk1 , ℓk
1 q.

We then output the first k distinct elements of the above sequence (if there are no such k ele-
ments, the algorithm simply outputs fail; by lemma 22, the probability of this situation occurring
is small.). By proposition 21, these elements constitute a set of size k which is uniformly randomly
drawn from Sw. It is clear that the above algorithm uses rOp

?
nkq queries to Ow in total and runs

in rOp
?

nkq time.

As a direct result of theorem 23, given adjacency list access to a graph and query access to
its approximate resistance, we can sample k different edges in the isotropic-transformed graph in
rOp

?
mkq time, yielding an efficient quantum implementation of the up-step.

Theorem 24 (Quantum Multi-Sampling in the Isotropic-Transformed Graph). There exists a quan-
tum algorithm QIsotropicSamplepOG, T ,R, kq, that, given query access OG to a graph G “ pV, E, Wq
(where |V| “ n and |E| “ m), access T to a labeled tree T1 of the multigraph G1 “ pV, E1, w1q, access R to

an instance of QResistance that allows quantum query to the approximate effective resistance rRe for edge
e, and integer k ď m, with high probability, outputs a uniformly random k-size subset S of E1zT1, where

E1 “ tpe, jq | e P E, j P rqesu, with qe “
Q

mwe
rRe

n

U
. The algorithm uses rOp

?
mkq queries to OG and R, and

runs in rOp
?

mkq time.

Proof. By definition, we have

OG|ey|0y “ |ey|wey, and R|ey|0y “ |ey|rRey.

Thus, together with access T to a labeled tree T1, we could implement a unitary Uq satisfying

Uq|ey|0y “ |ey|qey

with qe “
Q

mwe
rRe

n

U
if e P E1zE1

T, and qe “ 0 if e P E1
T, using rOp1q queries and in rOp1q time. This is

because we can coherently evaluate qe given OG, R and T .
Then, using theorem 23, with high probability, the algorithm MultiSamplepUq, kq will return a

set S of size k which is uniformly drawn from E1 “ tpe, jq | e P E, j P rqesu, using rOp
?

mkq queries
to OG, and in rOp

?
mkq time.

3.3 Proof of Main Theorem

We can now prove our main theorem.
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Proof. Without loss of generality, we assume n{m “ op1q. At the initial step, the algorithm executes
the subroutine QResistance to obtain query access to 1

10 -overestimates effective resistances of G in
rOp?

mnq time (by proposition 28). It then applies QMaxProductTree (see theorem 30) to find a
spanning tree T0 as the start in rOp?

mnq time. Each edge e P T0 is then assigned a label ep1q, and
the labeled tree is stored in rOpnq time in the procedure Label and QStoreTree.

Subsequently, in each iteration t P rMs, the algorithm first uses the sampling subroutine
QIsotropicSample to sample a uniformly random set S1

t of size k from E1zT1
t´1 in rOp

?
mkq time,

where k “ Θpnq. Next, using theorem 13, it samples a labeled random spanning tree in the sub-
graph H1

t in rOpnq time, since the edge-set of subgraph T1
t´1

Ť
S1

t has size at most n ´ 1 ` k “ Opnq.
Overall, the algorithm’s time complexity is rOp?

mnq. It remains to prove the correctness of algo-
rithm.

We first observe that rRe is a 1
10 -overestimate of Re, i.e., Re ď rRe ď 11

10 Re for all e P E. Thus,
rℓe “ we

rRe provides an 11
10 n-leverage score overestimates, as shown below:

ÿ

ePE

we
rRe ď

ÿ

ePE

11
10

weRe ď 11
10

n,

where the final inequality follows from Foster’s theorem (lemma 9).
If the sampling error for the random spanning tree in each iteration (line 8 of algorithm 1) is

zero, then each iteration can be viewed as one step of the chain Mk
µ

1 , where µ
1 :

`rm
1s

k

˘
Ñ Rě0 corre-

sponds exactly to the random spanning tree distribution WG
1 . Here, m1 represents the number of

edges of the isotropic multigraph G1 satisfying m1 ď 2m. By proposition 20, the (ideal) up-down
walk has mixing time Oplog3pnq logp1{εqq (eq. (1)). We can hence pick M P Oplog3pnq logp1{εqq
so as to ensure that the (ideal) up-down walk returns a tree T1

M that is distributed ε{2-close to
WG

1 . Since G1 is obtained by equally dividing the weight of each edge in G among the multiedges,
mapping the multigraph G1 back to G ensures that distribution of the unlabeled tree TM remains
ε{2-close to WG.

Taking into account the sampling error, note that we chose the error of RSTpH1
t, ε{p2Mqq to be

ε{p2Mq, ensuring that in each iteration, the TV-distance between the actual and ideal case is at
most ε{p2Mq. After M iterations, the cumulative TV-distance is bounded by ε{2. Since the ideal
case returns TM that is ε

2 -close to WG, actual distribution of TM will be ε-close to WG.

4 Lower Bound

Here we prove our lower bound, showing that the algorithm’s time and query complexity are
optimal, up to polylogarithmic factors.

Theorem 2 (Quantum lower bound for sampling a random spanning tree). Let ε ă 1{2 be a constant.

For any graph G “ pV, E, wq with |V| “ n, |E| “ m, w P R
E
ě0, consider the problem of sampling a

random spanning tree from a distribution ε-close to WG, given adjacency-list access to G. The quantum
query complexity of this problem is Ωp?

mnq.

Proof. The argument is similar to the Ωp?
mnq lower bound from [DHHM06] on the quantum

query complexity of finding a minimum spanning tree, and follows from a lower bound on quan-
tum search. Let m “ kpn ` 1q for some integer k. Consider a binary matrix M P t0, 1unˆk, with
the promise that every row of M contains a single 1-entry. The task of finding all n 1-entries
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corresponds to solving n parallel ORk instances. By the direct product theorem on the quantum
query complexity of the ORk-function [KŠDW07], the quantum query complexity of this problem
is Θpn

?
kq “ Θp?

mnq.
Now we construct a weighted graph GM from M, in such a way that solving the aforemen-

tioned search problem on M reduces to sampling a random spanning tree from GM. The vertices
of GM are ts, ℓ1, . . . , ℓk, r1, . . . , rnu. Its edges are all ps, ℓiq with edge weight 1, and all pℓi, rjq with
edge weight Mij. Notably, there are n ` k ` 1 vertices and n ` k weight-1 edges. The union of these
edges forms the unique spanning tree T with nonzero weight ΠePTwe “ 1. As a consequence, sam-
pling a random spanning tree in GM always returns T. Since T identifies all weight-1 edges in GM

(and hence all 1-entries in M), the quantum query complexity is Ωp?
mnq1.
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A Useful Theorems

In this part, we revisit some useful quantum algorithms.
We first recall the following theorems about quantum speedups for graph sparsifications and

approximating the effective resistances. While we state these theorems for a general choice of ε,
we will use these routines only with ε “ 1

10 in our algorithm.

Definition 25 (Graph Spectral Sparsifier). Let G “ pV, E, wq be a weighted graph, and let rG “
pV, rE, rwq be a reweighted subgraph of G, where rw : rE Ñ Rě0 and rE “ te P E : rwe ą 0u Ď E. For

any ε ą 0, rG is an ε-spectral sparsifier of G if for any vector x P R
V , the following holds:

∣

∣

∣
xJL rGx ´ xJLGx

∣

∣

∣
ď ε ¨ xJLGx.

Theorem 26 (Quantum Speedups for Graph Sparsification, [AdW22, Theorem 1.1]). There exists a
quantum algorithm GraphSparsifypOG, εq that, given query access OG to a weighted graph G “ pV, E, wq
and a parameter ε ě

a
n{m, with high probability, outputs the explicit description of an ε-spectral sparsifier

of G with rOpn{ε
2q edges. The algorithm uses rOp?

mn{εq queries to OG, and runs in time rOp?
mn{εq.

Theorem 27 (Approximating Effective Resistances, [SS11, Theorem 2]). There exists a classical algo-
rithm ApproxResistancepG, εq that, on input graph G “ pV, E, wq and accuracy parameter ε ą 0, with

high probability, outputs a matrix ZG of size p ˆ n with p “ r24 log n{ε
2s satisfying

p1 ´ εqRab ď ‖ZGpδa ´ δbq‖2 ď p1 ` εqRab

for every pair of a, b P V, where Rab is the effective resistance between a and b. The algorithm runs in
rOpm{ε

2q time.

By first applying the quantum graph sparsification algorithm, and then computing the ap-
proximate effective resistance on the sparisified graph, we can obtain a quantum speedup for
approximating effective resistance overestimates. This is characterized by the following theorem.

Proposition 28 (Quantum Algorithms for the Effective Resistance Overestimates, Adapted from
[AdW22, Claim 7.9]). Assume quantum query acces OG to G “ pV, E, wq. There is a quantum data struc-
ture QResistance, that takes in the accuracy parameter ε P p0, 1{3q, and supports the following operations:

• Initialization QResistanceInitpG, εq: outputs an instance R of QResistance. This operation uses
rOp?

mn{εq queries to OG, and runs in rOp?
mn{ε ` n{ε

4q time.

• Query R.Query: outputs a unitary satisfying

R.Query|ay|by|0y “ |ay|by|rRaby

with Rab ď rRab ď p1 ` εqRab for every pair of vertices a, b P V, where Rab is the effective resistance

between vertices a and b in graph G. The operation runs in rOp1{ε
2q time.

Proof. Originally the quantum algorithm in [AdW22, Claim 7.9] provides query access to the esti-
mate R1

ab of the effective resistance satisfying p1 ´ ε
1qRab ď R1

ab ď p1 ` ε
1qRab. Therefore, for our

purpose, it suffices to take ε
1 “ ε{3 and rRab “ R1

ab{p1 ´ ε
1q in their algorithm.

The following theorem allows us to obtain a quantum speedup for the task of preparing mul-
tiple copies of a state.
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Theorem 29 (Preparing many copies of a quantum state, [Ham22, Theorem 1]). There exists a quan-
tum algorithm MultiPreparepOw, kq that, given oracle access Ow to a vector w P R

n
ě0 (0-indexed), and

k P rns, with high probability, outputs k copies of the state |wy, where |wy “ 1?
W

ř
iPrns0

?
wi|iy with

W “
ř

iPrns0
wi. The algorithm uses rOp

?
nkq queries to Ow, and runs in rOp

?
nkq time.

We further recall the quantum algorithm for finding a minimum spanning tree proposed
in [DHHM06].

Theorem 30 (Quantum algorithm for finding a minimum spanning tree, Theorem 4.2
in [DHHM06]). There exists a quantum algorithm QMinTreepOGq that, given query access OG to an
undirected weighted graph G “ pV, E, wq with |V| “ n and |E| = m, with high probability, outputs a

minimum spanning tree of G. The algorithm uses Op?
mnq queries to OG and runs in rOp?

mnq time.

In our paper, we need to find a spanning tree with maximal weight product in an undirected
weighted graph. This could be done by directly applying above algorithm to the same graph with
slight modifications of weight. We give more details in the following.

Corollary 31 (Quantum algorithm for finding a maximum spanning tree, Adapted from Theorem
4.2 in [DHHM06]). There exists a quantum algorithm QMaxProductTreepOGq that, given adjacency
query access OG to an undirected weighted graph G “ pV, E, wq with |V| “ n and |E| = m, and weight w
bounded by some constant W, with high probability, outputs a maximum weight-product spanning tree of

G. The algorithm uses Op?
mnq queries to OG and runs in rOp?

mnq time.

Proof. Note that a maximum weight-product spanning tree of G “ pV, E, wq corresponds to a min-
imum spanning tree of the graph G1 “ pV, E, w1q, with w1

e “ logpW{weq for all e P E. Given query
access to G, a query access to G1 can be constructed in rOp1q time. Therefore, by applying theo-
rem 30, we know QMinTreepOG

1 q is what we need.
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