arXiv:2504.15588v1 [stat.CO] 22 Apr 2025

Bayesian Parameter Estimation for Partially Observed McKean-Vlasov
Diffusions Using Multilevel Markov chain Monte Carlo

AJAY JASRA!, & AMIN WU?

1School of Data Science, The Chinese University of Hong Kong, Shenzhen, Shenzhen, CN.
2Statistics Program, Computer, Electrical and Mathematical Sciences and Engineering Division,

King Abdullah University of Science and Technology, Thuwal, 23955-6900, KSA.

E-Mail: ajayjasra@cuhk.edu.cn, amin.wulkaust.edu.sa

Abstract

In this article we consider Bayesian estimation of static parameters for a class of partially observed McKean-
Vlasov diffusion processes with discrete-time observations over a fixed time interval. This problem features several
obstacles to its solution, which include that the posterior density is numerically intractable in continuous-time,
even if the transition probabilities are available and even when one uses a time-discretization, the posterior still
cannot be used by adopting well-known computational methods such as Markov chain Monte Carlo (MCMC).
In this paper we provide a solution to this problem by using new MCMC algorithms which can solve the afore-
mentioned issues. This MCMC algorithm is extended to use multilevel Monte Carlo (MLMC) methods. We prove
convergence bounds on our parameter estimators and show that the MLMC-based MCMC algorithm reduces
the computational cost to achieve a mean square error versus ordinary MCMC by an order of magnitude. We
numerically illustrate our results on two models.

Keywords: Parameter estimation, Markov Chain Monte Carlo, Mckean-Vlasov stochastic differential equations,
Multilevel Monte Carlo.

1 Introduction

We consider the problem of Bayesian parameter estimation for partially observed (PO) McKean-Vlasov (MV)
stochastic differential equtions (SDE). MV SDEs find a wide variety of applications in mathematics, physics and
beyond; see for instance [3, 6, 7, 17| and the references therein. We will assume that data are observed in discrete
time and are conditionally independent given the position of the MV SDE at the observation time. Given an overall
fixed time window we seek to estimate the parameters of the model using Bayesian methods. Several approaches
for parameter inference or computation associated to MV models can be found in the works [2, 4, 11, 18], but to
the best of our knowledge there does not seem to be any work on the Bayesian estimation of parameters associated
to a partially observed MV SDE.

The posterior density of the unknown parameters and the states of the MV SDE at observations is typically
unavailable as the transition measure of the MV process is seldom available. This often means one must resort to a
time-discretization, for instance based on the Euler-Maruyama method. However, unlike the problem with regular
SDEs (see e.g. [5, 14]) even in such a case the posterior density of the parameters and states is unavailable up-to a
normalizing constant or a non-negative unbiased estimator, which is a prerequisite of using advanced computational
tools to sample from a probability density (see e.g. [10] and the references therein). The main problem is the fact
that the laws of the MV diffusion, which are a key component of the drift and diffusion coefficients, are unknown
even when time-discretizing the diffusion. A solution to this, in the context of data problems has been used in [2],
which is to input a particle approximation, based on the work of [19] for the said laws and to then to continue with
the problem of interest, given this additional bias; this is the line of thinking which we follow in this article.

In this paper we consider Markov chain Monte Carlo (MCMC) algorithms to sample from the posterior density
of the unknown parameters and states associated to PO MV SDE, when using two level of approximations. The
first is time-discretization and the second a particle approximation of the laws of the MV SDE. This leads to a
non-trivial probability density for which we design particle MCMC [1] algorithms, which are related to those in
[11]. The problem features an element of time discretization and it is well known in the literature that multilevel
Monte Carlo [8, 9] can help to reduce the computational cost of approximating expectations, in comparison to single
time discretization methods. Using the ideas that have been developed in [12, 13, 14, 15] we show how our particle
MCMC algorithm can be extended to leverage upon the ideas of MLMC.

Our contributions are as follows:

e We develop MCMC algorithms for PO MV SDES

e The MCMC methods are extended to the multilevel context



e We prove a bound on the mean square error (MSE) associated to our multilevel MCMC approach
e We illustrate our method on two examples.

In the context of the third bullet point the main result is as follows. Let ¢ > 0 be given. To achieve a MSE of
O(€?) our multilevel MCMC algorithm costs O(e=%). If one uses a single level (i.e. the MCMC algorithm in bullet
point 1) then the cost to achieve the same MSE rises to O(e~7); i.e. we reduce the cost by an order of magnitude.
Although these costs are large, they are related to the fact that one has to approximate the biased posterior by
MCMC (iteration cost), then there is a cost of approximating the laws of the MV SDE and finally there is a time-
discretization error. It seems that controlling all these errors simultaneously is difficult without significant cost.
We remark that to further reduce the cost, as in [4] one could adopt a multi-index approach, which is a subject of
future work.

This article is structured as follows. In Section 2 we detail the estimation problem that is to be considered. In
Section 3 we present the methodology to be used. In Section 4 our theoretical results are given. Section 5 features
our numerical results. The proofs associated to our theoretical results can be found in Appendix A.

2 Problem Formulation

2.1 Model
We consider the stochastic differential equation (SDE) with Xy = o € R%, § € © C R% fixed:

dXt = ag (Xt,gg(Xt, /.Ltﬂ)) dt + 0o (Xt) th (21)

where

Ee(Xt,Mtﬁ) = /Rd fe(XtJC)Mt,e(dﬂU)

{W,}4>0 is a standard d—dimensional Brownian motion, for each § € ©, & : R?*? - R, ap : R? x R — R%,
o R — Ry, 4 is the law of Xy and pug ¢(dr) = d{z03(dx) (Dirac measure on the set {zo} the starting point
is taken as fixed). Note that conceputually, there is no issue to allow o to depend upon 6. However, as we do not
consider this in our numerical examples, we leave ¢ independent of § for ease of notation.

We make the following assumption throughout the paper; it is known [16] that this ensures the existence of a
strong solution. Set P(R?) the probability measures on the measurable space (R%, B(R?)) with B(R) the Borel
sets on RY. We write CF(R%,R92) as the collection of k—times continuously differentiable functions from R% to
R? with bounded derivatives of order 1 up-to k. Also, B,(R%,R9) as the collection of measurable functions from
R% to R? which are bounded.

(D1) 1. For each (6,u) € © x P(RY), (ag (-,& (1)) &0(-)) € CHRI,RY) N By(RT, RY) x CF(R*!,R) N
B,(R%, R).
2. o(-) € C3(RY,R¥4) N By (R4, RI*4),
3. Set X(z) = o(x)o(x) ", then for any x € RY, ¥(z) is positive definite.

We denote by P,,_, ,.t0(2¢—1,dx:) the conditional law of X; (as given in (2.1)) given .%; _; (the natual filtration
of the process), for ¢ > 1; that is, the transition kernel over unit time. We consider a discrete time observation
process Y1,Yo, ..., Y, Y, € Y, t € N, that are assumed, for notational convenience, to be observed at unit times.
Conditional on the position Xy, ¢ € N of (2.1), the random variable Y; is assumed to be independent of all other
random variables, with a bounded and positive probability density Gg(x¢,yt).

Let v be a Lebesgue probability density on the space ©. Then our objective is to sample from the probability
measure:

{H;}Ll Go(Tk, Y ) Py 1 g,k,0(Th—1, dwk)} v(0)do
Joxrra {sz TGo(@r, Yr) Py 10,60 (@r—1, diﬂk)} v(0)do

where d6 is the Lebesgue measure on (0, 8(0)) and #(0) is the Borel o—field generated by ©. It is assumed that
the denominator in (2.2) is finite.

m(d(0, z1.7)|yr17) = (2.2)



2.2 Time Discretization

In practice, one cannot work with the continuous-time formulation above, so we shall consider a standard time-
discretization and an associated optimization problem. This in turn will be approximated by using numerical
methods, which will be the topic of Section 3.

Let | € Ng = NU{0} be given and set A; = 27!, We consider the first order Euler-Maruyama time discretization
of (2.1) for k € {0,1...,A;'T — 1}, Ty = z¢ (the starting position of (2.1) is a known point )

X+1a, = Xea, +ag (XkAlage(XkAuﬂgcAlﬁ» dt+o <Xml) Wirya, — Wea, (2.3)

where it denotes the law of the time discretized process at time kA;. Recall P,, ., ;o(xi_1,dxy) (t € {1,...,T
Hin, 0 e—1,0,t,

from the previous section: we denote by P,i 24_1,dx,) the conditional law of X, (as given in (2.3)); the time

Ll,evtﬂ(
discretized transition kernel over unit time.

We then focus upon sampling from

{Hz:l Ge(zkv yk)Ple k Q(Ik’—lv dzk)} l/(@)d@

k—1,6°"
Joeara { Ty Goler ) Py (o, do) pv(6)d9

' (d(0, w17 lyrr) = (2.4)

Even with using Euler-Maruyama time discretization, we will need to appeal to further approximation, which will
be simulation-based. This leads us to the next section.

3 Methodology

3.1 Introduction

We now describe the methodology that we will use to obtain, under further approximation, samples from (2.4). The
main complication that we need to address is the fact that numerical simulation of (2.3) is not feasible without the
approximating the laws ,uﬁf ALO- Once this can be achieved, we will focus upon a novel extension of the work in [14]
(see also [11]). We begin in Section 3.2 by describing the method of [19] for approximating ,uchlﬁ. Then using the
afore-mentioned approach, we develop an MCMC method to sample from an approximation of (2.4); the details are
in Section 3.3. Then we show how the MCMC method can be extended to be used in a multilevel context in Section
3.4). The final approach is summarized in Section 3.5. Throughout the section the level [ of time discretization will
be fixed unless otherwise stated.

3.2 Approximating the Laws

Throughout this section 8 € © is fixed. We now give the method of [19] for allowing one to approximate the law Ui,e
for each t € {1,...,T}. We will need the notation that Ny(c,>) denotes the d—dimensional Gaussian distribution

with mean ¢ and covariance matrix . I; is the d x d identity matrix and 2 denotes independently distributed as.
The approach is given in Algorithm 1 from [19]. Note that in Step 2. when k = 1 the points X} ;,..., X, are
available via the empirical measure that has to be specified in Step 1.. We remark that Algorithm 1 can be used to
approximate expectations w.r.t. /Lé)e and indeed on the discrete grid in-between time ¢t — 1 and t.

3.3 Markov Chain Monte Carlo Approach
3.3.1 Modified Posterior

We now describe, by using the approach in Algorithm 1, an approximation of the time-discretized posterior in (2.4).
This is the probability measure that we will seek to sample from. We write Qluﬁ(x, dy) as the Gaussian Markov
kernel on (R%, Z(R%)) associated to a A; time step of (2.3), with input measure u € P(R?). That is, for any
te{l,...,T}, we have

AT
!
, Ti_ _ dxy_ .
aart - kl |1 Quiflﬂkflml,e»a( t—1+(h—1)A ATt 14 kA,)

P ro(@i—1,dzy) = /

K100 R



Algorithm 1 Approximating the Laws when starting with a particle approximation at time ¢t — 1, t € {1,...,T}.

1. Input l € Ny the level of discretization, N € N the number of particles 9 €0, te{l,....,T}. Ift =1 set
Mo P N(dx) = d{z0} (dz) otherwise input an empirical measure ut 1 g(dx) ~ Zl 19(x:_y(dz). Set k=1

2. Forie {1,...,N} generate:

7 7 i ra [ I,N
Xt—l—&-kA; = Xt—l—&-(k—l)Al + ag (Xt—1+(k—1)Alage(Xt—l—&-(k—l)Al ) Mt—1+(k71)A,,,0)) =+
g (Xti—1+(k—1)Al) [Wti—l-&-kAl - Wti—l-&-(k—l)Al]

where

o LN - .
So(Xi 1 nyar M1 (-1)ane) = N (X1 h-vae X 1pg-1ya)

I,N _
Mt—l—i—(k—l)Alﬂ(dx) = X 1ige-na,t dx)

N
% i ind
[WthlJrkAl - thfl+(k71)Al] ~ Nd(O, Alfd).

Set k=k+1,if k= Al_l + 1 go to step 3. otherwise go to the start of step 2..

; N N
3. Output all the required laws ;" 1 A, g5 s M-
Set us = (Tt—14A,s - - -, Tt), and write
At
iy g0 (o1, dug) = 11 Q#i_wk_lml,9,9($t71+(k71)A,,dl‘t—1+ml)
k=1

then the following probability measure on (© x E; = RAA B(O x E))

—l
{112 Golan y) Py, o1, duy) | v(0)d0
—l

Jorcer {TTs Golw ) Py o (hor, dur) |} v(0)d0
admits (2.4) as a marginal. Ideally, our objective would now to be to sample from 7.
course we do not have access to the laws.

Consider sequentially sampling Algorithm 1 from time 1 to time 7" using the approximated laws from the previous
time step, to initialize the next time step; throughout N is fixed and so is 6. At time ¢, Write all the simulated
random variables (X} A ..., XN A)), - (X, .., X{Y) from Algorithm 1 as w; = uf* € EY. Finally write

7 (d(0,uy,. .. ur)) =

—1,0

The issue here is that of

the joint probability of (@i, ..., ur) as ﬁév and associated expectation Eg}. We will write for t € {1,...,T}

=l
Pn o (zt-1,duz) = HQ

b o (Tt—1+(k—1)A, dTe—14kA,)-

'“t 1+(k 1)AL,0°
We will now consider an MCMC method to sample from
T =N T
{ITh=: Golor. )} By [ITI IPH;NM olwn, duy)| v(6)ds
f@xET {Hk 1 Go(r, y) }]Ee [Hk 1P T ,o(xk—laduk)} v(0)do

fl’N (d(9, UL,y ... ,UT))
1, 97
3.3.2 MCMC Method

Our MCMC method is given in Algorithm 3 which needs as an input the particle filter in Algorithm 2. In Algorithm
3 step 4. U 1) is the uniform distribution on [0, 1]. The approach is simply the particle marginal Metropolis-Hastings



method that was originally in [1], except that it is adapted to the case here. The particle filter that we use is simply
that of [2]. Using the approach that was developed in [1], one can show that under minimal conditions that the
sampling from K (the kernel in Algorithm 3) provides a means to obtain samples from ﬁle’N. We remark the
cost of applying K¢ is (’)(Al_lNQT) in step 2. of Algorithm 2 and then the rest of the algorithm has a cost of
O(A'NMT).

On identifying an initial state of 8, u;.7, for instance sampling 6 from the prior and then running Algorithm 2, one
can iteratively apply Algorithm 3. Denote the sample values as 0(j),u1.7(j) at iteration j, where j € {0,1,..., 1},

then one can approximate, for ¢ : © x R = R, and assuming it is well-defined:
—I,N
/ 90(973;‘1:7“)71' (d(97u1,... ,’LLT))
OxET

by using

S %ng(a(j)’xlj(j)). (3.1)

Algorithm 2 Particle Filter at level [ € Np.

1. Input | € Ny the level of discretization, N € N the number of particles for the approach of Algorithm 1, M
the number of particles for the main method and 6 € ©.

2. Sample (uy,...,ur) from E]gv via a sequential application of Algorithm 1, with N particles.
3. Initialize: Sample U] independently from H,?;l QLL‘N o(T-n)a, dopa,), Ay =iforie{l,...,M}. Set
(k=1)A,,0°

p N (yo) =1, k= 1.

4. Resampling: Construct the probability mass function on {1,..., M}:

i Go(zh,uk)
T = W
Zj:l Gﬁ(xkayk)

For i€ {1,..., M} sample Al from ri. Set ps™™ (y1.4) = pé’M’N(ylzkﬂ)ﬁ Z]Nil Go(x),y) and k =k + 1.

5. Sampling: for ¢ € {1,..., M} sample U,i|u:511 using the kernel

Afl
11 QLLN o (T4 (k-1)A, dTe—14kA,)
t—14(k—1)A;,0°
k=1
i o Al . i i Aj_y Al i o .
where xy_y = x, ", Forie {1,...,M}, (uf,...,up) = (uy "', ...,u, 7" up). If k=T go to 6. otherwise
return to the start of 4..
6. Construct the probability mass function on {1,..., M}:
i GQ(Ié“a yT)

= =37 . .
Zj:l GO(xJTa yT)

1,M,N
Set py

1,M,N
Dy

(y1x) = plg’M’N(yqu)ﬁ Zjle Gg(:ci, yr). Samplei € {1,..., M} using ry and return (ui, ..., ub),
(y1.1)-




Algorithm 3 Particle Marginal Metropolis Kernel at level [ € Nj.

1. Input | € Ny the level of discretization, N € N the number of particles for the approach of Algorithm 1, M
the number of particles for the main method and 6 € ©, ple’M’N(yl:T), (u1,...,ur) € ElT.

2. Propose ¢'|0 from a proposal kernel (6, 60")d6’.

3. Run Algorithm 2 with the given 6’ and other input parameters.

4. Generate Z ~ Ujp 1) and return (9’,ple’,M’N(y1:T)) and (uf,...,u%) if
I,M,N
ey ) 9/ 0/79
7 < min {1, pel MN(yl'T)V( Jra( )}
pg " (yur)v(0)ra2(0,6")
otherwise return (9,pé’M’N(y1:T)) and (uq,...,ur).

3.4 Bi-Level MCMC
3.4.1 Set-Up

Let I € N be fixed. Let ¢ : © x RT? — R now consider the approximation of the following formula, assuming it is
well-defined:

/ o0, 210) TN (A0, uns . ur)) — / o0, 207) 7N (d(O, us, . ur)) (3.2)
OxET OxEl |

with N; € N. Differences of this type are critical to using multilevel Monte Carlo (MLMC) approximation, which
is our objective. Typically, to use MLMC, one seeks to sample from a coupling of 7™ and 7~ 5™ and specifically
a MCMC kernel which could achieve such a simulation. In our context, we will sample from a joint probability
measure on the space (0 x EI' x EF |, %(© x E] x EL |)) which by an appropriate change of measure formula will
allow us to approximate (3.2) using Markov chain Monte Carlo. This is the approach that was adopted in [14],
except it is modified to the context here.

In order to proceed, for a given ¢t € {1,...,T}, we will need a method to approximate the laws /Lé_l_,'_Al’w ... ’“529
and simultaneously “ij+A,,1,0’ e ,,ui;)l; to avoid confusion we will denote the latter as ﬁij+m,0v e ,ﬁ%l. A
method for approximating these measures is given in Algorithm 4, which was originally developed in [2]. The
approach given in Algorithm 4 is simply a coupled version of Algorithm 1. The reason for using a dependent
coupling is to help ensure that the estimates of (3.2) to be developed will have a variance that is suitably falling as
[ grows; this is the core principal of using MLMC.

We now seek to use an MCMC method to approximate (3.2), which will follow the ideas that were originally
proposed in [14]. Consider sequentially sampling Algorithm 4 from time 1 to time 7" using the approximated laws
from the previous time step, to initialize the next time step; throughout NV; is fixed and so is 8. We will write

the joint probability of (@},..., %) and (%11—17 . ,ﬁIT_l) as Ip’év " and associated expectation ]Eév '. Here we have
T = uy ™M € BN and T = ;N € Y. Now for (z,2/,0) € R4 x © and k € {1,...,T} set
Hyo(z,3") = 5 {Go (2", yr) + Go(x,yx)} - (3.3)

The next idea we need is the simulation of a synchronous coupling of two first order Euler-Maruyama time dis-
cretizations of . i
P#i;lvlz,sjye(ft—l,dut) and Puijzgz7t,g(9ﬂt—1,dut)

where the input probability measures are simulated via Algorithm 4 independently of all other random variables
represented in the displayed equation. This has, in effect, been described in Algorithm 4, except of course we need
only one particle (N; = N;—; = 1 in Algorithm 4) and the empirical measures used to approximate the law of the
MV SDE need not be updated, as they have been approximated and plugged in already. Therefore we will write
such a simulation of (u},u}™') € E; x E;_; conditonal upon (ul_,,u:"1) (where (ub,ul™') = (x0,20)) as the kernel

P!. Then we define the following probability measure on (0 x (E; x Ei—1)", 2B(0 x (E; x E_1)T))

(A0, ul o, T ) =



{[Thy Heo(al, 7} EY [[Tizy P (2, 357Y), d<uz,uz )] v(6)do

— . (3.4)
Jox @ty Wlier Heolel B [TTimy £ (oo, 320 dlug, ) w(6)do
Given the infomation above, we have that (3.2) is equal to
fex E;xE;_ 1T<P(9 5‘71T Hk 1Hk9xk> b 9“1Taﬂl17})
( ) B
fex(EleH)T {Hk=1 Hk,e(%v xk )} 7N (d(&, g, all 11))
f@x(Ele,,l)Tﬁ" gllil {Hk 1Hk9 xk }ﬁl i (d(& Ueraalu})) (3.5)

fex(EleH)T {Hk:l Hy (7", 2} }ﬁl’N’ ( (CRTUPTY Tl))
where, for (z,2',0) € R?* x @ and k € {1,...,T}

Go(x,yr)

er(xx) er(l‘ l‘)

Given (3.5) the objective is then to obtain an MCMC algorithm to sample from (3.4). Before we describe the
MCMC method, we pause to make a couple of remarks. The basic motivation is to try and sample from a coupling
of 7N and 7~ 1M using MCMC. However, to the best of our knowledge, with the exception of sampling the
independent coupling - which is not useful, there is no MCMC method to achieve this goal. The idea in [14] was
then to sample from a joint probability that ensures that there is some coupling between the (u}., ull Tl) in manner

which allows a change of measure, as is used in (3.5) which can ensure that the weight functions:

T
{ H Hkvg(%gg_l, xi)}
k=1

have a stable variance (w.r.t. T and {) and facilitate the efficient application of the MLMC paradigm. The choice
(3.3) is the same as used in [5] and some reasoning can be found there.

3.4.2 Algorithm

Our MCMC method for sampling from (3.4) is now presented. The Markov kernel is given in Algorithm 6 (denoted
as K;) which requires the delta particle filter (as termed in [5]) in Algorithm 5 to be run. We note that the cost of
applying the kernel in Algorithm 6 is O(Al_lT{MNl + N2}).

We can initialize our MCMC algorithm by sampling 6 from the prior and then running Algorithm 5 and
then iteratively applying Algorithm 6. Denote the sample values as 6'(j), u1.7(5)', ull Tl(j) at iteration j, where

j€{0,1,...,I}, then one can approximate (3.5) using the following:

ﬁl’Nl’I((p> _ ﬁl—l,NhI(go) =

o1 Dm0 9(01(5), 24 () { [Tk Hior () (@ (), 7 1(3))}_ﬁz§zow<w<>%§% ) {Tlies Hior iy @ (), 2 () }

)
2 o (Tl Hior () (21.(), 251 6)) 2 o {Tlhes Hieor () (@ (), 2 ()
(3.6)

3.5 Final Algorithm

The way in which we proceed is then as follows.
1. Run Algorithm 3 at some level I, € N for I;, iterations with N;, samples for Algorithm 1.

2. Independently of step 1. and independently for each I € {l, +1,..., L} run Algorithm 6 for I; iterations with
N; samples for Algorithm 4.

Let ¢ : © x R — R and set
7(90) ::/ @(971'1:7“)7'(' (d(97$1:T)‘y1:T)
OxRTd



which we assume is finite. Then the estimator of 7(y) that we will use is

L
O R (O R e (O B i (O
=l

where 7=V lis () is as computed in (3.1) and 7M1t (@) — 7 LN (4) s as described in (3.6). We remark that
there are several errors and biases including the time-discretization, the use of particle approaches in Algorithms 1
and 4 as well as the MCMC bias. We will show by a suitable selection of L, I;,,...,I; and Ny ,..., Ny how these
errors and biases can be controlled; this is the topic of the next section.

4 Theory

We now start by giving the main mathematical result of the article. The assumptions and technical results can be
found in Appendix A. [E denotes the expectation w.r.t. the process that is described in Section 3.5. Note that T is
suppressed in the notation, but in practice the constant C below would explode exponentially in 7.

Theorem 4.1. Assume (A1-3). Then for any ¢ € CZ(© x RYT) N B, (O x RT) there exists a C < 400 such that
for any (I, L,Ny,, I, ..., Np,Ip) € N2(E=L)+d ith [ < L

- ) Lo A A2 A2 1 L Al2 2
E{(w(@fﬁ(@))}gc + 3 S Y Ay Y S+ A2
Lo+l 47, L+l (La)eA, 1 L+1l+1 N, 1=, +1 Yy /

where A;, . ={(l,q) e {l.+1,...,L} : Il #q}.
Proof. For ¢ € By(0 x RT?), we will write:

T ()

/ (8, xlzT)ﬁl (d(0,u1,...,ur))

O xEF

FN(p) = / o0, 212 ) 7N (d(O, s ).
O xEF

Using the Co—inequality five times we have that
— 2 5
E|(v() ~9) | <031,
j

—

where C' = 25,

T = E[#@Nel(g) - 7N ()]

I 2
T, = E <Z {wlth”(@)—wl‘l’N“’l(w)—{wl’Nl(w)—ﬂl‘l’N’(w)}}>

=l

o= (7N (o) -7 (p)
L 2
Ty = {Z {W”Nl(so)—ﬂl1’Nl(so)—{7rl(90)—7r”(<ﬁ)}}}
I=l,+1
Ts = (75(p) —7(p)"

T1 and T5 can be controlled using standard results for uniformly ergodic Markov chains and weak errors of Euler-
Maruyama time discretizations; the bounds are O((I;, +1)~') and O(A?%) respectively. The term 75 is controlled
in Lemmata A.4-A.5 in the Appendix, T3 is bounded in Lemma A.2 and T4 in Lemma A.1. This completes the
proof of the theorem. O



The consequence of this result is follows. Let € > 0 be given. Supposing that M = O(T') in Algorithms 2 and

5 as is often the case in practice (e.g. [1]) and then ignoring the cost associated to the total observation time T,

one has a cost of the final algorithm (as in Section 3.5) of O (Ef:l* IlAl_lNZQ). If one supposes the cost of the

level I, is neglibible (which is an underlying principle of the MLMC framework) one can set I; = O(e_QA?/ N,
— 2

N, = 0(6*2All/2) and L = O(|log(e)|) which would give an upper-bound on the MSE (i.e. E {(w(g@) - w(cp)) ) of

O(€?) for a cost of O(e~°). If one simply used one level L along with Algorithm 3, then to achieve an MSE of O(€?)
it would have a cost of O(e~"). That is to say that our using a multilevel method reduces the cost by an order of
magnitude.

5 Numerical Simulations

5.1 Models
5.1.1 Kuramoto Model

We examine the Kuramoto model {X;};>o defined by the McKean-Vlasov stochastic differential equation:
dX; = (6 + /sin(Xt —y) dut(y)) dt + cdW;, Xo=u1z9€R, te]0,T],

where p; represents the distribution of X;, 6 is a random variable, 0 > 0, and T" € N. The Kuramoto model is a
prominent mean field game model that is often utilized for numerical simulations.

5.1.2 Modified Kuramoto Model
We also consider the process {X;};>0 defined by the McKean-Vlasov stochastic differential equation:

dX, = (9 n /sin(Xt —y) dut(y)) dt + (ﬁ) dW,, Xo=mzo€R, t€[0,T],

t
where p; is the distribution of Xy, 6 is a random variable, ¢ > 0, and T' € N. We refer to this as the modified
Kuramoto model due to the use of a non-constant diffusion coefficient.

5.2 Simulation Results

We conduct simulations for both models with observations {Yk}gzl at unit time intervals, where Y| Xy = zx ~
N (xy,72) for k € {1,...,T} with the starting point xo = 1, and T = 100. Here N(z,7) is a normal distribution of
mean x and variance 7. The true values of the unknown parameters are set to be § =0, 0 = 0.2 and 7 = 1.

Independent Gaussian priors are assumed for 6, log(o), and log(7). Gaussian random walk proposals with a
diagonal covariance matrix are used for MCMC moves, with the sampler tuned to ensure good mixing. We choose
the simulation parameters as in Section 4.

Figures 1 and 2 illustrate the convergence performance of the PMCMC and MLPMCMC for the Kuramoto
Model and the Modified Kuramoto Model, respectively, considering discretization levels up to [ = 5. With 5000
samples, both models exhibit generally good mixing across the two samplers.

We examined the logarithmic relationship between computational cost and mean squared error (MSE) reduction
for both models. Tables 1 and 2 present the estimated rates, revealing values close to —3 for the multilevel method
(indicating the cost of O(¢7%)) and —3.5 for the single-level method (indicating the cost of O(e~7)) for each
parameter. The observed rates are consistent with theoretical expectations, although some deviation is attributable
to errors in distribution estimation.

Table 1: Kuramoto Model: Estimated Log Cost against Log MSE.

Parameter ‘ PMCMC ‘ MLPMCMC

0 -3.33 -2.71
log(o) -3.69 -3.25
log(7) -3.60 -3.17



Figure 1: The
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Figure 2: The convergence plot of the PMCMC (left) and MLPMCMC (right) for the Modified Kuramoto model.
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Table 2: Modified Kuramoto Model: Estimated Log Cost against Log MSE.

Parameter ‘ PMCMC ‘ MLPMCMC

0 -3.52 -2.94
log(o) -3.56 -2.75
log(7) -3.85 2,90
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A Technical Proofs
We make the following assumptions.

(A1) 1. For each (6,1) € © x P(R?), (ag (-&(-, 1)), &0()) € CFRM,RY) N By(RT,RY) x CF(R*!,R) N
By(R?? R). All upper-bounds of the functionals are true for every 6 € ©.
o(-) € CZ(RY,R¥4) N B, (R, RI*4).
3. Set ¥(z) = o(x)o(x) ", then for any x € RY, ¥(z) is positive definite.

(A2) For every y € Y the function (6, x) — Gy(z,y) belongs to CZ(© x R?) N B, (O x RY). Furthermore we assume
that inf (g, ,)coxraxy Go(z,y) > 0.

(A3) For each I € N the Markov kernels K; and K; admit an invariant measure for which they are reversible with
respect to. Moreover they are uniformly ergodic with 1-step minorization conditions that are uniform in {.

The assumptions above are made for the following reasons. (Al) has been made in [2] except when there is no
parameter. We make the assumption as many of our proofs rely on the work in [2]. The constants are made uniform
in 6 as this allows us to pass seemlessly from the results in [2] to this paper. They would often only occur if © is a
compact space. (A2-3) are used in [14] as again our proof strategy uses some of the results of the afore-mentioned
article; we refer the reader there for further discussion.

Throughout C is a finite constant whose value may change upon appearance. Any dependencies on simulation
or model parameters will be clear from the statement of each result. We will now give a series of technical results
which should be read in order and are used to prove Theorem 4.1.

Lemma A.l. Assume (A1-2). Then for any ¢ € CZ(© x R¥) N B,(© x R there exists a C < +oo such that for
any (I, L,Ny_,...,Np) € NE=bH3 ith [, < L

L 1/2
Z lNl ﬁl—l,Nl (<P> _ {ﬁl(w) _ ﬁl 1 (,0 <C Z 1/2
I=l,+1 I=l,+1 l

Proof. We can write

Jo ﬁé‘,e (%0 szl Gk,e) v(0)do
Jo ?ZT 0 (HZ 1 Gr 9) v(6)do
JoEo [PlT]gl (@ jjgen 9)} v(0)do

T ) = (A1)
JoEo [PZTIZZ (szl Gk,a) V(G)} de

where

e
<L

”L_l)e,k,a(xk—l,duk)

ES
Il
—

E'ﬂ i

s N,

Go(@k, yr) b

T
PTG (go]]:[leé)) = /@><ET w(0, 1.1 {H xk,yk)}
Plegl <ngGk 9) = /@XET (,0(971‘1;7“){ }

1

=
<L

.0 (Th—1, dug).

=~
Il
—

k

Il
-
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Therefore we have

i lNl ﬁz—u\n {7r _ - 1 @)}) <
I=l,+1
L [p;zgz ($TTi=: Gro) | v(B)a0 JoEs [plT 3N (PTTE, Cro)] v(6)ds
e f@ o [P (TI-y Gro) | v@d0 [y [Prg™ (IT-y Gro) | v(O)0

Jo Pro (¢ TTisy Gro) v(0)d8  fo Pry (9TTisy Go) v(6)d8
f@ ?ZT,G (ngl Gk,a) v(0)do fe P;; (ngl Gk‘ﬂ) v(0)do

We can consider each summand on the right hand side (R.H.S.) individually. Recall the identity for real numbers
A, B,C,D,a,b,c,d with A, B,C, D non-zero:

e b e, d_ 1(afb—c+d)fE(A B- C+D)—A—C(A O)e—d)

d d
fE(C’ D)(b d)+@(3 D)(C - D)+AC73(A C)(C - D).
To continue with the proof, we consider only terms of the type
1
Z(a—b—c—i—d) and AC(A C)(c—d).

All the other terms can be dealt with using a similar approach.

Then we have to consider .
(L [P ([T ) o] )
<)

T
Py ((p I1 G- 9> 0)do — / Py ™ <¢ I1 Gk,eﬂ v(0)df—
© k=1

( / Py (@HGk 9> 0)do — / Prg (wkf[le’G) y(9)d9> } (A.2)

Now consider the situation where we run four processes. The first two are synchronously coupled Euler-Maruyama
discretizations of (2.1) at levels [ and [ — 1 where the laws have been approximated using Algorithm 4 (N; samples)
and the other two processes are synchronously coupled exact Euler-Maruyama discretizations of (2.1) at levels [
and [ — 1, critically where the Brownian motions are all the same for all four processes. We write the processes
at time ¢ as (Xl o Xl LA , X! X!71) on writing expectations w.r.t. the afore-mentioned process as E V' we have
that the numerator of (A. 2) can be rewritten as

=N,
o)
T

T
{ 0, X! 1) H k(XL yk) — (0, X150 H (X1 ) H v(0)do (A.3)

=

T T
GX{QYLH RGN ) — GX{T““H RGN )~

Then we can use the fact that the function (6, z1.7) szl Gi(xg, yx) is in the collection of functions that are
C2(0 x R N B, (0 x R to yield that (A.3) is upper-bounded by (see e.g. [2, Lemma A.5.])

c( | E [|< S XN (X - XN+ X - X XLT|+||Xi?TLNl—Xi$||}}u<e>de>.

Then in conjunction with the Cauchy-Schwarz inequality, one can use [2, Lemma A.7] and (A2) to deduce that
(A.2) is upper-bounded by
AL/2
!

Nzl /2"
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The next term that we consider is

o e enal ol -

(/ P”( HGM> )de—/@ﬁ;; <@Hck,9> V(@)d@). (A.4)
k=1

Using (A2) the denominator of (A.4) is lower-bounded, so on using the representation of the processes (X", X}~V
X!, X!7') as above, we have that (A.4) is upper-bounded by

l,

T
/PT9<<PHGM> v(0)d6 — @P;; (@HQ;@) (G)dﬂ‘

k=1

T

HGk XM ye) — HGk(X,i,yk)

E,N v(0)dfx

The first term can be controlled using [2, Lemma A.7] and the second by using well-known results for weak errors
of diffusion models to give that (A.4) is upper-bounded by

Ay
Nl1/2 :

As noted the other terms can be handeled in a similar manner, which concludes the proof. O

Lemma A.2. Assume (A1-2). Then for any ¢ € CZ(© x R¥T) N B,(© x RT) there exists a C < +oo such that for
any (I, Ny) € N?
C

7N () =T (p)| < N2
!

Proof. Using the notation of the proof of Lemma A.1 we have that
TN () =T () =
Jo By [Pry (¢ TTiLs Gro) | (0)a0
LB {plT % (I}, Gro) y(a)} d9 [ Pro (IT{_; Gro) v(6)d6

( /@ P, <H G 9> 6)d6 — / L (;}i Gk79> 1/(9)] d9> 4

1 =N, |5LN; T —l d
E, |P G 0)dd— | P G v(0)do | . A.
P (I, Gkﬁ) (0)d0 </® o |Pro (@I};[l k,9> ) /@ 7.0 (@k[[l k,e> (0) ) (A.5)

The two terms on the R.H.S. of (A.5) can be controlled in almost identical ways, so we just consider the first one.
By using ¢ being upper-bounded and (A2) this afore-mentioned term is upper-bounded by

—l T —I[,N, r
c’ /@ Pry <k]:[1 Gk,9> v(6)df — /@ Py (;}1 Gk,g> u(e)] de

Using the representation of the processes (th’N’,Xffl’Nl , X! X!71) as in the proof of Lemma A.1 and [2, Lemma
A.7] we obtain the upper-bound C/Nll/z; this suffices to complete the proof. O

X
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Lemma A.3. Assume (A1-2). Then for any ¢ € C2(© x R¥T) N B, (0 x RT) there exists a C' < +oo such that for
any (I, N;) € N?

- 2
/ ( 0,2.7) {HHkG T, T )} (0, 71.7) {H (@' )}) Fh M (d(@,ulLT,ﬂl”}D <
Ox(EixE_1)T

CA;.

Proof. The proof is essentially identical to that of [14, Lemma A.2.] with the only real difference is that one
must use the strong error results that were developed in [2, Lemma A.7] for the particle driven Euler-Maruyama
discretizations that we use in this article. O

Recall that E denotes the expectation w.r.t. the process that is described in Section 3.5.

Lemma A.4. Assume (A1-3). Then for any ¢ € C2(© x R¥T) N B, (0 x RT) there exists a C' < +oo such that for
any (L, L, N, I, ..., N, Ip) € N2E=bo+d yith |, < I

L L
SLNLL () =1L () (=N (o) 1N o)1) 2 A
P +:lﬂa[(w () = TN () — (7N () — 7 (w)})}<cl_§l T

Proof. This can be proved by using the representation (A.1) and the identity (A.2). By using the Cy—inequality 6
times then one has 6 quantities to bound. The difference of difference formulae can be treated using [14, Propositon
A.1l] and Lemma A.3. The other terms can be controlled using standard results for uniformly ergodic Markov
chains and the calculations in the proof of Lemma A.1. As the computations are more-or-less repetitive, they are
omitted for brevity. O

Lemma A.5. Assume (A1-3). Then for any ¢ € CZ(© x R¥) N B,(0 x R there exists a C < +oo such that for
any (I, L, N;_, I, ,...,Np,Ip) € NXL=bo+d gyith |, < L

S B[N () - RTN (g) - {74V () — 71 ) )]
(La)EAL, L

1/2 1/2
ANy

E [r el () - 791Vl (o) - {mo () - m N | <0 YD Pt
q

(La)eAL, L
where A;, . ={(l,q) e {l.+1,...,L} : 1 # ¢q}.

Proof. The proof is essentially the same as [13, Proposition A.1] except with reference to already established results
in this article. As the calculations are repeated across the articles and this work, we omit them for brevity. O
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Algorithm 4 Approximating the Consecutive Laws when starting with a particle approximation at time t — 1,
te{l,...,T}.
1. Input [ € N the level of discretization, N; € N the number of particles, § € © , t € {1 LT I

t =1 set ué’]gl (dz) = ﬁé o Ni(dz) = (5{10}(dx) otherwise input a pair of empirical measures ut | o(dx) =

= 1 8gxuiy(dx), - ygz (dz) = & 30 8yzi-14y(da). Set k= 1.

2. Fori e {1,...,N;} generate:
L L Li
XiZrekear = Xivee-na, + a0 (Xt oo €00 gonan B0 e )) *
i i
(Xt 14+ (k— 1)A1) [Wt—1+kAl - Wt—l-&-(k—l)AJ

where

z i LN _ l,i 1,j
ge(Xt—l—o—(k—l)Al’Nt71’+(k71)Al) = N 250 Xt 14+(k—1)A Xt 1+ (k— 1)Al)

1
I,N; _ )
My 1’+(k 1DALL0 (dx) - ﬁlzé{XﬁH(k_l)Al}(dx)-
=

Set k=k+1,if k= A;l + 1 go to step 3. otherwise go to the start of step 2..

3. For i € {1,..., N;} compute:

Fl—1,i -1, Fl-1,i = l—1,i ~1—1,N
Xy tpka, = X 1 (k—1)A,_, T @0 (Xt—1+(k_1)A,,17§ (X~ 1+ (k—1)A_y 2 P— 1+(lk DAI_1,0 )>+

<th %Ji(k DA 1) [Wti*1+kAl—1 _WtiflﬁL(k*l)Al—l}

where
1 X
= -1 1-1,N, -1, -1,
Eo(X,_ 1i(k DA 1 (k=D)AL 0 o) = ﬁlZ’59(Xt—14:(k—1)A,,17Xt—pi(k—nAH)
j=1
1 X
~-1,N _ I
B th (o) ,0r(d2) = ﬁlzé{Xijii(k_l)Al}(dx)
=1

and the increments of the Brownian motion [Wti—l-i-kAl,l — WZ—1+(k—1)A,,1] were generated in step 2.. Set

k=k+1ifk= Af_ll + 1 go to step 4. otherwise go to the start of step 3..

4. Output all the required laws Mt 1+A,,97 . ,,ui 10\/[7 ﬁi ﬂv&ﬂ, . ,ﬁi 01 N
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Algorithm 5 Delta Particle Filter at level [ € N,

1. Input I € N the level of discretization, N; € N the number of particles for the approach of Algorithm 4, M

the number of particles for the main method and 6 € ©.

~i-1
2. Sample (U1 1 Upp) from P M=t via a sequential application of Algorithm 4, with (Ny, Ni_1) particles.

3. Initialize: Sample (Uf’l, vali’l*l) independently from Pel ((xg, x0), d(u, ul1 1)), where the input measures have

been generated in Step 2., Aj =i fori € {1,...,M}. Set pé{M’Nl (y—1)=1,k=1.
4. Resampling: Construct the probability mass function on {1,..., M}:
Hj, e(levg’;l 1)

-1
Z] 1Hk9(xk ’lul]f )

=

. ; ; 1,M,N 1,M,N -
For i € {1,...,M} sample A} from ri{. Set py" "' (y1k) = pg " (Y1) 77 Z] L Hip(a', #0Y) and
k=k+1
5 g o , ) il prid=1p, Akl sl
. Sampling: for i € {1,..., M} sample U,", U "|u, "7, u, ™7 usmg the kernel
=1 Al 1 AL 11 1 ~1—1
Py (( et T ) d(ug ))
where the input measures have been generated in Step 2.. For i € {1,...,M}, (ul ) u}cl
Aj_yl Al 4l il AL - AL -1
(uy " ey and @At = @ . S 1,u” 1) If k =T go to 6. other-

wise return to the start of 4..
6. Construct the probability mass function on {1,..., M}:

i Hrp G(xlTlvgiT’lil)

"= H ( ~j5,0—1
ZJ 1 TexT’xT )

Set pl MNey ) = pleMNz(ylk 1) ZJ 1HT9(xT,x]Tl ). Sample i € {1,...,M} using r; and return
i,l i,0—1 ~i,1 ~il—1 I,M,N;
(wy'soyup ), (@ ey ), pg (yrer)

Algorithm 6 Bi-Level Particle Marginal Metropolis Kernel at level [ € N.

1. Input [ € N the level of discretization, N; € N the number of particles for the approach of Algorithm 4, M

the number of particles for Algorithm 5 and 6 € O, plgM Ne(yrr), (ul, . uh) € EF, (@ un ) € EF

2. Propose 6'|6 from a proposal kernel ro(6,60")dd’.
3. Run Algorithm 5 with the given 6’ and other input parameters.
4. Generate Z ~ Uy 1] and return (6’ ,pé,M’ "(y1.7)) and (u;l, .. uifl) (ﬂll’l_l, .. ,ﬂéﬁl_l) if

7 < min {1 Pé’/M’NL (ylzT)V(el)r2(9/ae)}
PNy ) v (0)r2(6,07)

otherwise return (8, py ™™ (y1.7)) and (b, ... ub), @71, .. @k,
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