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We present a high-sensitivity and high-resolution birefringence coefficient determination system for nm-level
membrane films based on weak measurement, addressing the sensitivity-resolution trade-off. A tunable band-
width light source is exploited to achieve complementary momentum (P-pointer) and intensity (I-pointer) mea-
surements,enabling calibration-free operation across various bandwidths, and to realize high-precision phase
difference monitoring of the measured membranes.This method maps the birefringence effect to a weak-value
amplified signal of spectral shift and light intensity. The optimal resolution, achieved at a spectral width of 6
nm, is 1.5 × 10−8 RIU, while the optimal sensitivity is achieved when the light source is a narrow-linewidth
coherent laser, reaching 4710 mV/RIU. The linear range of the system covers a broad birefringence coefficient
range for crystals,from 10−6 to 0.1. Furthermore, the auxiliary optical path eliminates substrate interference,
achieving a detection limit of the birefringence coefficient as low as 10−8 RIU.This approach, characterized
high precision, high sensitivity, and strong robustness, provides an effective solution for the detection of optical
nano-thin membrane parameters.

Birefringence coefficient is a key physical parameter of
optical membranes[1–4] and directly influences the polar-
ization characteristics[5, 6], transmission efficiency[7] and
stability[7, 8] of the corresponding optical devices. And it
is one of the most concerning indicators when it refers to the
designing and optimizing of optical films[10, 11]. Moreover,
the birefringence coefficient can be measured by polarization
optical instruments and optical interferometers[12, 13]. The
results obtained by the polarization optical instruments are
extremely sensitive to the thickness and surface quality of
the samples, which restricts its accuracy[14, 15]. Although
the birefringence coefficient with high accuracy can be ob-
tained through optical interferometers, the operational com-
plexity and the rigorous test environment requirements limit
its applications[16, 17]. Moreover, most of the existing mea-
surement technologies generally face issues such as limited
coherence of light sources and low measurement efficiency,
making it difficult to meet the practical demands for high pre-
cision and effective detection[18, 19]. This is especially true
in scenarios like micro/nano thin membrane property analy-
sis or complex structure processing, where the limitations of
traditional methods are further highlighted[20]. The rigorous
requirements for sample surface morphology, environmental
stability, or dynamic processes often lead to a decrease in the
reliability of measurement results[21]. Therefore, there is an
urgent need to develop more efficient and versatile measure-
ments to overcome the existing barriers in precision and sen-
sitivity.

In recent years, quantum weak measurement, with its high
sensitivity and anti-noise capabilities, has provided a new
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approaches for detecting small physical quantities, which
can be applied to develop birefringence coefficient mea-
surement technology[22–26]. The measurement uses the
weak value amplification effect to transform the undetectable
measurement-targeted parameters into observable light inten-
sity or spectral shift signals to significantly improving mea-
surement resolution[27–30]. Currently, weak measurement is
constrained by the spectral width fluctuations of light sources
and the noise of system, which restricts measurement ac-
curacy and dynamic range[31–33]. For instance, narrow-
spectral light sources lack sufficient sensitivity for light in-
tensity indicators[34–37], while wide-spectral light sources
are prone to momentum spectral broadening errors[38–42],
thereby making it difficult to meet robustness requirements
across various scenarios.

To address these challenges, this work presents a high-
sensitivity and high-resolution nanometer-level birefringence
coefficient detection system for thin membranes based on
weak measurement. The complementary momentum P and
intensity I dual-parameter measurements are designed. The
measurements are also combined with shared optical paths
that require no recalibration across different bandwidths, and
phase difference detection to constitute the thin membrane
birefringence coefficient measurement system. The system
synchronously maps the birefringence effect into weak am-
plified signals of spectral shift and light intensity variation.
We achieve optimized resolution for both the P-pointer and
I-pointer across a range of spectral conditions, from narrow
to wide bandwidths. The resolution of the P-pointer is on the
order of 10−8 RIU, significantly higher than the 10−4 RIU res-
olution of ellipsometry. In addition to maintaining high reso-
lution, the system eliminates substrate interference through an
auxiliary optical path, achieving highly linear detection of the
birefringence coefficient, with the I-pointer sensitivity reach-
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ing above 4.7 × 103 mV/RIU exceeding current surface plas-
mon resonance detection methods. Its synergistic mechanism
demonstrates the complementary advantages of variable band-
width, with a wider spectrum optimizing the dynamic range
and noise immunity of the P-pointer, and a narrower spectrum
enhancing the sensitivity of the I-pointer. Furthermore, by in-
troducing high-gain detection and dynamic noise suppression
strategies, the system maintains a high and robust signal-to-
noise ratio in complex noise environments. The measurement
system exhibits the advantages of high resolution, high sen-
sitivity, operational simplicity, and strong robustness, which
provides an useful solution for the precise measurement of
optical thin membrane parameters.

We first introduces an optimized shared optical path weak
measurement system, which is used to measure small phase
differences φ .The initial polarization of the system is |ψi⟩ =

(1/
√

2)(|H⟩+|V⟩), and the momentum spectrum distribution of
the light source is represented as |ϕ(p)⟩. The photon momen-
tum is p0 = ω0/c, where ω0 represents the central frequency
corresponding to the center wavelength λ0 of the incident light
, and c is the speed of light.

In weak interaction, one of the HWPs (Half-Wave Plates) is
tilted by a small angle of θ to introduce an extremely small net
phase shift of ∆ between light o and light e. The phase shift is
related to the birefringence effect. The mapping relationship
between ∆ and θ is:

∆ = π

(
L
L0
− 1

)
− π


1√

1 −
sin2 θ

n2

− 1

 , (1)

where L0 is the actual thickness of the HWP, L is the length
of the light wave passing through the tilted HWP, and n = 1.54
is the refractive index corresponding to the true zero-order
HWP at 1550 nm in the experiment.

The first-order approximation model demonstrates nearly
identical wavelength shifts across weak interactions, thereby
enabling precise birefringence coefficient measurement. The
quantitative correspondence between birefringence coefficient
and phase shift is derived as:

∆φ =
2π
λ
· ∆n · d ·

1
cos θ

. (2)

Here, ∆ = ∆φ, λ = 1550nm, and ∆n represent the birefrin-
gence coefficients of the test sample that this paper focuses on,
d is the film thickness, and 1/ cos θ reflects the modulation ef-
fect of the tilt angle on the optical path difference. Addition-
ally, an auxiliary optical path is established as a monitoring
path to ensure θ = 0.

The P-pointer was analyzed. The meter state is initial-
ized to

∫
dp |ϕ(p)⟩, which is a Gaussian function with cen-

ter p0 and standard deviation σp. The interaction strength
g = ∆n · d can be derived from the weak interaction be-
tween the target quantum system and the meter state. For
the weak interaction, the interaction operator is represented as
Û = exp

(
ig/2Â⊗ P̂

)
, where Â = |H⟩⟨H| − |V⟩⟨V | is the observ-

able of the target system, and P̂ is the momentum operator of

the meter state. Post-selection is subsequently performed on
the system within the selected projection basis, typically pro-
jected onto a state that is nearly orthogonal to the initialization∣∣∣ψ f

〉
= 1/

√
2
(
eiρ|H⟩ − eiρ|V⟩

)
, where ρ is the post-selection

angle. Post-selection induces the collapse of the measure-
ment instrument state into an unnormalized redistribution as
D(p) = Φ(p)/2

[
1− cos(kp + 2ρ)

]
, Φ(p) = |⟨ϕ(p)|ϕ(p)⟩|2 is the

spatial distribution of the initial momentum and p is the eigen-
value of P̂. When ρ ≤ 1,he post-selection causes the measure-
ment instrument state to collapse into a bimodal distribution.
The observable post-selection probability is PS ≈ sin2(ρ), and
the weak value ⟨Â⟩w can be obtained:

⟨Â⟩w =
⟨ψ f |Â|ψi⟩

⟨ψ f |ψi⟩
= i cot(ρ). (3)

It is noteworthy that the interaction strength g can be ex-
tracted from the offset of the average value of the P-pointer,
and the expression is:

∆p =

∫
pD(p) dp∫
D(p) dp

− p0

=
1

2P
σ2

pg e−σ
2
pg2

sin(gp0 + 2ρ)

≈ gσ2
p Im

(
⟨Â⟩w

)
,

(4)

The weak measurement approximately satisfies gp0/2 ≪
ρ ≪ 1.

After the weak interaction and the post-selection, the av-
erage horizontal displacement ∆p of the photon momentum
P-pointer in the collapsed measurement state, and the verti-
cal displacement ∆l of the total light intensity I-pointer can
be observed. Wide incident spectra enhance ∆P dominance,
whereas narrowed spectra intensify ∆I shifts; while when
the incident spectrum narrows gradually, the displacement ef-
fect of the I-pointer becomes more pronounced. Specifically,
when single-mode coherent light is incident, the weak inter-
action is entirely converted into a vertical light intensity dis-
placement, resulting in negligible horizontal displacement of
the meter state. Notably, high-precision measurement across
varying spectral incident states cannot be achieved using a sin-
gle pointer.

Given that the light intensity I-pointer represents intensity
quantity, the initial light intensity without post-selection is
denoted by Iinit. After implementing weak interaction and
post-selection

∣∣∣ψ f

〉
, the light intensity received by the detector

evolves to Is = IinitPs. The shift of I-pointer is:

∆l =
∆IS

Ig=0
S

=
IS − Ig=0

S

Ig=0
S

≈ e−σ
2
pg2

p0g Im
(
⟨Â⟩w

)
.

(5)

The phase difference measurement accuracy δg is given by
the following formula:

δg =
δm(
∂S
∂g

) , (6)
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where δm is the measurement resolution of the P-pointer (de-
termined by the detection of the momentum spectrum distri-
bution) or the intensity uncertainty of the I-pointer. S corre-
sponds to ∆p and ∆l, and ∂S/∂g represents the shift rate.

FIG. 1: Experimental schematic of high-sensitivity and high-
resolution with weak measurement. TBLS: tunable bandwidth light
source; HWP: half-wave plate; PBS: polarization beam splitter;
PBD: polarization beam displacer; QWP: quarter-wave plate; GTP:
Glan–Taylor polarizer. Film: The replacement positions of different
thin membrane slide; Monitor: monitoring the angle of the tested
slide. The final meter state through an optical switch (OS) either into
the spectrometer for measuring the shift of the P-pointer or into the
avalanche photodiode (APD) for measuring the shift of the I-pointer.

The principle of detecting the birefringence coefficient of
thin membranes using the shared optical path weak measure-
ment system is shown in Fig. 1. A tunable bandwidth light
source (TBLS) with flat 1550nm-centered spectrum and a
400kHz narrow-linewidth coherent source are used. The sys-
tem uses polarization degree of freedom of the photon as the
system observables and momentum spectrum as the measure-
ment instrument state. The pre-selection module combines a
HWP and Glan-Taylor prism (GTP) to align partially polar-
ized light’s main axis with the GTP transmission axis. Weak
coupling occurs through two near-orthogonal HWPs, where
one is tilted to create a controlled phase delay. The test sam-
ple is placed after this stage, with an auxiliary path monitor-
ing tilt consistency. Post-selection employs a quarter-wave
plate (QWP), HWP and GTP combination to generate circular
polarization components for imaginary weak value detection.
To achieve a high signal-to-noise ratio, we employ the high-
stability coherent laser source with a linewidth of 400 kHz
and an high-gain avalanche photodiode (APD). Dynamic fil-
tering and repeated measurements are used to suppress noise
impacts. And the wide spectral characteristics of the TBLS
ensures high signal-to-noise ratio and accuracy amidst noise.

In the P-pointer experiments, the spectral width is set to
0.5 nm, 1 nm, 3 nm, and 6 nm. The test sample is a 2 mm
glass slide carries a 5 nm-thick membrane, denoted as d =
5 nm. Due to the glass substrate’s dispersion affecting cen-
ter wavelength position and light intensity, an uncoated glass
slide serves as a control to eliminate substrate interference, en-
abling precise measurement of the film’s birefringence coeffi-
cient. System calibration prioritizes dual-peak regions where
weak measurement advantages maximize accuracy. The sys-
tem’s pre-selection angle is modified by replacing the thin
membrane slides with different birefringence coefficients to
explore the impact on the center wavelength and intensity
shifts. After stabilization, spectral measurements are recorded
using a 0.04 pm-resolution spectrometer.
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FIG. 2: (a) Results of spectral shift versus phase difference. The
squares represent experimental data and the solid line represents the
theoretical result. (b) Results of phase difference versus spectral shift
for spectral widths.

Fig 2(a) shows the experimental and theoretical results of
spectral shift as a function of the phase difference. The cen-
ter wavelength shift exhibits a three-stage nonlinear response
to rotation angle: initial gradual increase, rapid decay at peak
angle, then slow recovery. This non-monotonic variation char-
acteristic visually reveals the ultra-sensitive response mecha-
nism of the weak measurement system to changes in the ro-
tation angle, corresponding to the birefringence effect, where
small phase differences induce significant center wavelength
displacement. Optimal observation requires selecting linear-
response regions while balancing sensitivity and measurement
stability. Fig 2(b) further shows the correspondence between
spectral shift and phase difference. At ρ = 0.002rad and ini-
tial phase difference of γρ ∼ (19/10)π, the optimal agreement
between theory and experiment is achieved. From a spectral
width of 0.5 nm to 6 nm, as the TBLS spectral width increases,
for the same ∆φ, higher ∆λ corresponds to higher sensitivity,
measurement accuracy and a larger linear range. When ∆φ is
in the range of (0, 3×10−3 rad), the spectral width of 6 nm has
the largest linear range. According to Eq 2, the range of ∆n
at this point is (0, 0.148), which aligns with the birefringence
coefficient of typical crystals. Consequently, this study makes
full use of this characteristic and identifies it as the optimal
working region for high-sensitivity detection of various thin
membranes. The squares represent the experimental results,
while the solid lines correspond to the theoretical simulation
results from Eq 4. Using Eq 6 and the TBLS with spectral
widths of 0.5 nm, 1.0 nm, 3.0 nm, and 6.0 nm prepared ex-
perimentally, the measured linear phase difference shift rates
of ∆λ/∆φ are 285 nm/rad, 250 nm/rad, 163 nm/rad, and 44
nm/rad, respectively. The corresponding phase difference ac-
curacies are 9.09×10−7 rad, 1.57×10−7 rad, 1.16×10−7 rad and
1.14×10−7 rad, respectively. On this basis, the 6 nm is se-
lected as the optimal bandwidth for further investigation, with
the experiment conducted at a temperature of 25±0.5 ◦C. No-
tably, the system achieves a high resolution of 1.5×10−8RIU
and a high sensitivity of 2663 nm/RIU, demonstrating high
performance in both sensitivity and resolution.

Initially, the spectrum displays a broad plateau around 1550
nm. Under weak measurement via post-selection, this tran-
sitions from a flat-top profile to a double-peak structure, as
shown in Fig 3(a). Subsequent analysis focuses on center
wavelength shifts induced by thin membranes with different
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FIG. 3: (a) Measured spectra; (b) Linear fitting of spectral shifts for
a spectral width of 6 nm, with error bars representing the standard
deviation of 20 measurements.

birefringence coefficients. To balance linearity and accuracy,
a 6 nm spectral width is selected for measurements. As shown
in Fig 3(b), the birefringent coefficient change induced by a
SiO2 thin membrane slide is measured to be 0.009 RIU, while
the birefringent coefficient change induced by a SiO2 − TiO2
thin membrane slide is measured to be 0.0291 RIU. Compared
to the uncoated slide, these membranes induce center wave-
length shifts of 0.0446 nm and 0.1520 nm, respectively. Sys-
tem stability is confirmed using 20 repeated measurements,
with the standard deviation calculated from the averaged data
being 4.12×10−8 nm.
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FIG. 4: Relative intensity results based on the dual-peak state serving
as the reference under a 6 nm broadband light source.

Fig 4 shows relative intensity variations under different
membranes. Using uncoated glass as a baseline, a SiO2 mem-
brane induces +3.16 dB and -3.21 dB intensity shifts, cor-
responding to approximately 50% signal change, attributed
to birefringence differences between the membrane and air.
A SiO2 − TiO2 membrane produces +5.38 dB and -6.21 dB
shifts, exceeding fourfold intensity enhancement, with super-
imposed birefringence effects amplifying bimodal signals.

Introducing the I-pointer to validate the P-pointer reveals
a 6nm TBLS double-peak distribution signal-to-noise ratio

(SNR) of 11.5 dB, while 0.5 nm TBLS shows 2.5 dB, repre-
senting the resolution limit under present experimental con-
straints. Reducing spectral width improves sensitivity, but
single-mode lasers fail to resolve bimodal peaks due to elec-
tronic noise. APD-based post-selection achieves 17.5 dB SNR
for single-mode lasers. The final data are collected using a 6
GHz real-time oscilloscope. Consequently, the P-pointer and
I-pointer achieve complementarity in high resolution and high
sensitivity.
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FIG. 5: (a) Total intensity of various spectral width light sources
measured by the APD after passing through the thin membrane and
post-selection; (b) I-pointer shift ∆L passing through the thin mem-
brane as a function of phase difference ∆φ. The error bars represent
the standard deviation of twenty repeated experiments.

Similarly, the weak measurement system is initially placed
near the dual-peak working region, and then a phase differ-
ence is introduced by rotating the glass slide of the monitor-
ing system to evaluate the overall system performance. Fig 5
illustrates the post-selection light intensity and shift ∆L of the
I-pointer as a function of the ∆φ. In Fig 5(a), the intensity in-
creases with the spectral width. This trend is attributed to the
fact that the broader spectral width results in the higher SNR
after post-selection. Fig 5(b) shows an inverse relationship
between the intensity shift of the I-pointer and the incident
spectral bandwidth, exhibiting a contrasting trend to that of
the P-pointer. This experimental results agree well with the
theory, where under narrow-spectrum illumination, the meter
state demonstrates an evident longitudinal shift but minimal
transverse shift, corresponding to a noticeable I-pointer shift
and negligible P-pointer shift. According to Eq 6, the intensity
departure for coherent light and TBLS with spectral widths of
0.5 nm, 1.0 nm, 3.0 nm are 0.044 mV, 0.072 mV, 0.11 mV, and
0.21 mV, respectively, and the corresponding phase difference
accuracy δg is 2.02×10−6 rad, 3.17×10−6 rad, 4.83×10−6 rad
and 9.37×10−6 rad. On this basis, the coherent laser is cho-
sen as the optimal illumination for further investigation, no-
tably achieving a high sensitivity of 4710 nm/RIU and a high
resolution of 9.34×10−6 RIU. The sensitivity is above 1500
nm/RIU higher than that of existing surface plasmon reso-
nance detection, and the resolution is sufficient to cover the
range of birefringence coefficients for typical crystals.

For the intensity changes and I-pointer shifts caused by
different birefringent coefficient thin membrane slides in the
above experiment, further processing and analysis are carried
out. As depicted in Fig 6(a), to optimize the balance between
the largest linear region and the lowest SNR, we select a co-
herent laser with a linewidth of 400 kHz as the main measure-
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FIG. 6: (a) Linear correspondence between the intensity and the bire-
fringence coefficient measured by APD under various spectral widths
and after different films and post-selection; (b) linear correspondence
between the birefringence coefficient and the I-pointer shift.

ment. In Fig 6(b), the birefringent coefficient change caused
by a SiO2 membrane and a SiO2 − TiO2 is 0.009 RIU and
0.0291RIU, respectively. This result is consistent with the P-
pointer measurement data, further validating the feasibility of
measurements using both the P and I pointers. Relative to
the uncoated slide, the SiO2 membrane causes an I-pointer
shift of 0.0955, while the SiO2 − TiO2 membrane shifts it by
0.3322. System stability is validated through 20 repeated mea-
surements, with standard deviations calculated from averaged
I-pointer shifts. Post-stabilization, the birefringence coeffi-
cient’s standard deviation (1.12×10−6) is derived from 20 I-
pointer shift measurements.

The results indicate that the high sensitivity of the I-pointer
enables it to respond effectively to minute signal changes,
making it particularly suitable for continuous monitoring of
weak signals under low SNR conditions. But its resolution
is inferior to that of the P-pointer. In contrast, the P-pointer
has lower sensitivity but achieves nanometer-level resolution,

providing higher stability and a smaller error range. The P-
pointer can maintain stable resolution capabilities in complex
noise environments.

In conclusion, this work introduces and experimentally val-
idates a high-sensitivity and high-resolution weak measure-
ment system for nanoscale membrane birefringence coeffi-
cient determination. By synergistically employing tunable-
bandwidth light and coherent light sources, the complemen-
tary advantages of variable bandwidth are fully demonstrated.
The tunable bandwidth light optimizes the dynamic range and
noise immunity of the P-pointer, while the coherent light en-
hances the sensitivity of the I-pointer, all achieved calibration-
free operation across various bandwidths. When the spectral
width is 6 nm, the system achieves the best resolution of 1.5
×10−8 RIU, significantly outperforming traditional ellipsome-
ters. The optimal sensitivity is achieved with the narrow-
linewidth coherent laser, reaching 4710 mV/RIU, which sur-
passes existing surface plasmon resonance measurements by
above 1500 mV/RIU. The system’s linear range is from 0 to
0.148, fully covering the birefringence coefficient range of the
typical crystals. Moreover, the setup of the auxiliary opti-
cal path eliminates substrate interference, thereby extending
the detection limit to 10−8 RIU. Our work develops a high-
precision and robust solution for optical quantum measure-
ment of advanced nonmaterial in challenging environments.
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