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Dynamical mean-field analysis of adaptive Langevin diffusions:

Propagation-of-chaos and convergence of the linear response

Zhou Fan∗, Justin Ko†, Bruno Loureiro‡, Yue M. Lu§, Yandi Shen¶

Abstract

Motivated by an application to empirical Bayes learning in high-dimensional regression, we study a

class of Langevin diffusions in a system with random disorder, where the drift coefficient is driven by a

parameter that continuously adapts to the empirical distribution of the realized process up to the current

time. The resulting dynamics take the form of a stochastic interacting particle system having both a

McKean-Vlasov type interaction and a pairwise interaction defined by the random disorder. We prove

a propagation-of-chaos result, showing that in the large system limit over dimension-independent time

horizons, the empirical distribution of sample paths of the Langevin process converges to a deterministic

limit law that is described by dynamical mean-field theory. This law is characterized by a system of

dynamical fixed-point equations for the limit of the drift parameter and for the correlation and response

kernels of the limiting dynamics. Using a dynamical cavity argument, we verify that these correlation and

response kernels arise as the asymptotic limits of the averaged correlation and linear response functions

of single coordinates of the system. These results enable an asymptotic analysis of an empirical Bayes

Langevin dynamics procedure for learning an unknown prior parameter in a linear regression model,

which we develop in a companion paper.
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1 Introduction

Let θ = (θ1, . . . , θd) ∈ R
d be a system of d interacting particles, evolving according to a stochastic dynamics

dθt =
[
−βX⊤Xθt +

(
s(θtj , α̂

t)
)d
j=1

]
dt+

√
2 dbt,

d

dt
α̂t = G

(
α̂t,

1

d

d∑

j=1

δθtj

)
. (1)

Here X ∈ R
n×d is a matrix of random disorder, and s( · , α̂t) : R → R in the drift coefficient is a nonlinear

function driven by a stochastic time-dependent parameter α̂t ∈ R
K that adapts to the past history {θs}s∈[0,t].

(We defer formal definitions and conditions for the functions s(·) and G(·) to Section 2.) We will study the

pathwise convergence of the empirical measure 1
d

∑d
j=1 δθtj and of the parameter α̂t to deterministic limits

as n, d → ∞ at a fixed rate, in this model (1) and in a closely related statistical model.
In the setting of β = 0, i.e. with no random disorder, the dynamics (1) take a pathwise-exchangeable form

as studied classically by [1,2], where the evolution dθtj of each jth particle depends on the remaining particles

only via the empirical law 1
d

∑d
j=1 δ{θsj}s∈[0,t]

. The convergence of this law in the asymptotic limit d → ∞,

together with a resulting asymptotic decoupling of low-dimensional marginals of {θs}s∈[0,t], is commonly
referred to as propagation-of-chaos. We refer to the classical monographs [3, 4] for a detailed treatment of
such models, and to [5, 6] and [7, 8] for modern surveys and examples of recent quantitative convergence
results.

The study of propagation-of-chaos for dynamics with random disorder (β 6= 0) has also a separate and
rich development in the literature, using techniques of dynamical mean-field theory (DMFT). DMFT was
initially developed to study Langevin dynamics in the soft Sherrington-Kirkpatrick (SK) model [9, 10] and
related spherical p-spin models in spin glass theory [11–13], and relied on deep but non-rigorous techniques
of the dynamical cavity method [14, 15] and generating functional methods [16–18] of statistical physics.
In recent years, DMFT has been applied to shed insight into the learning dynamics in an increasingly
wide range of statistical and machine learning models, including matrix and tensor PCA [19–23], phase
retrieval and generalized linear models [15, 24–26], Gaussian mixture classification [27, 28], and deep neural
networks [29–33].

Pioneering work of [34–37] established the first mathematical formalizations of DMFT in variants of
the SK model, in the forms of large deviations principles for the empirical distributions of sample paths.
Mathematical results for spherical models were subsequently obtained in [38, 39], and universality of such
results with respect to the law of the disorder in [40,41]. Recently, [42] developed a different and innovative
new approach to formalizing DMFT via time discretization and reduction to Approximate Message Passing
schemes [43–45], and applied this to derive a DMFT limit for gradient flow dynamics in statistical multi-
index models. A related strategy via iterative Gaussian conditioning was developed in [46], which extended
the results of [42] to a class of discrete-time Langevin and stochastic gradient dynamics. Non-asymptotic
analyses of the entrywise behavior of such dynamics were obtained in [47].

In this work, we will prove a DMFT approximation for the dynamics (1), which has both the above
elements of a pathwise-exchangeable interaction driven by the empirical law, as well as a pairwise interaction
driven by random disorder. Our motivation is the study of a variant of Langevin dynamics for posterior
sampling in a statistical linear model

y = Xθ∗ + ε, θ∗j
iid∼ g( · , α∗), εi

iid∼ N (0, σ2),

where the regression coefficients of interest θ∗1 , . . . , θ
∗
d are distributed according to a prior law g( · , α∗) that has

an unknown parameter α∗ ∈ R
K . To implement empirical Bayes learning of α∗ [48–50], a Langevin dynamics
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method was introduced in [51]1 which, from an initial estimate or guess α̂0, evolves a prior parameter estimate

d

dt
α̂t =

1

d

d∑

j=1

∇α log g(θ
t
j , α̂

t) (2)

based on the coordinates of a coupled Langevin diffusion

dθt = ∇θ

(
− 1

2σ2
‖y−Xθt‖22 +

d∑

j=1

log g(θtj , α̂
t)
)
dt+

√
2 dbt (3)

that samples from the posterior law P(θ | X,y). Such dynamics comprise a minor extension of (1) (which
motivates our choice to study a disorder matrix having the covariance form X⊤X), and we state in (4–5)
of Section 2 an extended general dynamics that encompasses this application. We defer a more detailed
discussion and analysis of this specific empirical Bayes procedure to our companion paper [52], focusing in
this work on the formalization of the limiting dynamics in a general context.

We summarize the main contributions of our paper as follows:

1. Adapting and building upon the methods of [42], we prove a DMFT limit for the dynamics (1) (with a
natural extension to the dynamics (4–5) to follow). This will take the form of almost-sure convergence
to certain deterministic limits, as n, d → ∞,

{α̂t}t∈[0,T ] → {αt}t∈[0,T ],
1

d

d∑

j=1

δ{θtj}t∈[0,T ]

W2→ P({θt}t∈[0,T ]),
1

n

n∑

i=1

δ{ηti}t∈[0,T ]

W2→ P({ηt}t∈[0,T ])

for the sample path of α̂t and for the empirical laws of sample paths of θt and ηt = Xθt.

Each limit P({θt}t∈[0,T ]) and P({ηt}t∈[0,T ]) represents the law of a univariate stochastic process, which
is driven by the above limit {αt}t∈[0,T ] for the evolving drift parameter, an additional Gaussian process
representing the mean field, and an integrated response. These Gaussian processes and integrated
responses are described by correlation and response kernels Cθ, Cη, Rθ, Rη, where

{αt}, Cθ, Cη, Rθ, Rη

are defined self-consistently from the laws P({θt}t∈[0,T ]) and P({ηt}t∈[0,T ]) via a system of dynamical
fixed-point equations. We establish that this dynamical fixed point is unique in a certain domain of
functions with exponential growth.

2. We show that the dynamics (1) admit a well-defined notion of a linear response function RAB(t, s)
for a class of observables A,B : Rd → R, where RAB(t, s) represents a linear response of A(θt) to a
perturbation of the drift coefficient at a previous time s by ∇B(θs).

We then verify that the above DMFT correlation and response kernels Cθ, Cη, Rθ, Rη arise as the
mean-field limits of averages of the correlation and linear response functions for the “single-particle”
coordinate observables A(θ), B(θ) = θj and A(θ), B(θ) = [Xθ − y]i of the high-dimensional system.

Our methods and analyses in the first contribution above follow the approach of [42]. We incorporate
into the dynamical fixed-point system a deterministic limit {αt}t∈[0,T ] for the trajectory of the stochastic
drift parameter {α̂t}t∈[0,T ], extend the analyses to encompass processes with more irregular sample paths
resulting from the additional Brownian diffusion term dbt in the dynamics, and simplify the approach in [42]
for embedding a discrete-time DMFT system into a continuous-time limit.

Our second contribution above is, to our knowledge, novel in the mathematical literature on DMFT
(although anticipated by statistical physics derivations of the DMFT equations). To understand Rθ, Rη
as asymptotic limits of averaged single-particle linear response functions, we formalize a dynamical cavity
calculation that analyzes the response of a single coordinate θtj to a perturbation of θsj at a preceding
time s, via a DMFT approximation of the cavity system with this coordinate left out. This result will be

1 [51] proposed a nonparametric variant of this method, and we simplify our discussion here to a parametric formulation
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important to our companion work [52], allowing us to transfer a fluctuation-dissipation theorem [53] from
the high-dimensional dynamics to the DMFT correlation and response kernels Cθ, Cη, Rθ, Rη. This will then
allow us to carry out an analysis of the long-time behavior of the DMFT equations in an approximately
time-translation-invariant setting, and to show convergence of the prior parameter estimate α̂t in the above
empirical Bayes dynamics to a stationary point of a replica-symmetric limit for the model free energy.
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Notational conventions

Constants C,C′, c, c′ > 0 are independent of the dimensions n, d unless otherwise specified, and may depend
on the time horizon T , dimension K of the drift parameter, and scalar parameter β ∈ R.

In a separable and complete normed vector space (M, ‖ · ‖), for any p ≥ 1, Pp(M) is the space of
probability distributions P on (M, ‖ · ‖) such that Eξ∼P‖ξ‖p < ∞, Wp(·) is the Wasserstein-p metric on

Pp(M), and Pn
Wp→ P denotes Wp(Pn,P) → 0 as n → ∞. For a random variable ξ in M, we will use P(ξ)

to denote its law. For a vector x ∈ Mn, P̂(x) = 1
n

∑n
i=1 δxi

∈ Pp(M) (for any p ≥ 1) denotes the empirical
distribution of the coordinates x1, . . . , xn of x.

On a Euclidean space R
d, ‖ · ‖ without subscript is, by convention, the Euclidean (i.e. ℓ2) norm.

C([0, T ],R) is the space of continuous functions f : [0, T ] → R equipped with the norm of uniform con-
vergence ‖f‖∞ = supt∈[0,T ] |f(t)|. Z+ = {0, 1, 2, . . .} denotes the nonnegative integers, and R+ = [0,∞)

denotes the nonnegative reals. For a function f : Rd → R, ∇f(x) ∈ R
d and ∇2f(x) ∈ R

d×d are its gradient
and Hessian at x. For f : Rd → R

m, df(x) ∈ R
d×m is its derivative at x. TrM , ‖M‖op, and ‖M‖F are the

matrix trace, Euclidean operator norm, and Frobenius norm.

2 Model and main results

2.1 Model and dynamics

Let X ∈ R
n×d be a random matrix with independent entries, and y = Xθ∗ + ε ∈ R

n the observations of a
linear model with regression design X, regression coefficients θ∗ ∈ R

d, and noise ε ∈ R
n.

Let s : R×R
K → R be a Lipschitz drift function, G : RK×P2(R) → R

K a Lipschitz gradient map (where
P2(R) is the space of probability measures on R with finite second moment), {bt}t≥0 a standard Brownian
motion on R

d, and β ∈ R a scalar parameter. We will study the dynamics

dθt =
[
−βX⊤(Xθt − y) +

(
s(θtj , α̂

t)
)d
j=1

]
dt+

√
2 dbt (4)

dα̂t = G
(
α̂t,

1

d

d∑

j=1

δθtj

)
dt (5)

with initial conditions
(θ0, α̂0) ∈ R

d × R
K . (6)
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This encompasses the general dynamics (1) and the application (2–3) under a unified model: Specializing
to θ∗ = 0 and ε = 0 (hence y = 0) recovers (1), while specializing to β = σ−2, s(θ, α) = ∂θ log g(θ, α), and
G(α,P) = Eθ∼P[∇α log g(θ, α)] recovers (2–3). We will refer to these general dynamics (4–5) as an adaptive
Langevin diffusion.

We impose the following assumptions on the components of the above model and dynamics throughout
this work.

Assumption 2.1 (Model and initial conditions).

(a) (Asymptotic scaling) limn,d→∞
n
d = δ ∈ (0,∞).

(b) (Random design) X = (xij) ∈ R
n×d has independent entries satisfying Exij = 0, Ex2

ij = 1
d , and

‖
√
dxij‖ψ2 ≤ C for a constant C > 0 where ‖ · ‖ψ2 is the sub-gaussian norm.

(c) (Linear model and initial conditions) θ0, θ∗, ε are independent of X, and y = Xθ∗ + ε. For some
probability distributions P(θ∗, θ0) and P(ε) having finite moment generating functions in a neighborhood
of 0, and for each fixed p ≥ 1, the entries of θ0, θ∗, ε satisfy the Wasserstein-p convergence almost surely
as n, d → ∞,

1

d

d∑

j=1

δ(θ∗j ,θ0j )
Wp→ P(θ∗, θ0),

1

n

n∑

i=1

δεi
Wp→ P(ε). (7)

For a deterministic parameter α0 ∈ R
K , almost surely limn,d→∞ α̂0 = α0.

Assumption 2.2 (Drift function). s : R × R
K → R is twice continuously-differentiable, and for some

constant C > 0 and all (θ, α) ∈ R× R
K ,

|s(θ, α)| ≤ C(1 + |θ|+ ‖α‖2), ‖∇(θ,α)s(θ, α)‖2, ‖∇2
(θ,α)s(θ, α)‖op ≤ C. (8)

Assumption 2.3 (Gradient map). Let P̂(θ) = d−1
∑d

j=1 δθj denote the empirical distribution of coordinates

of θ ∈ R
d, and let Gk : RK → R be the kth component of G.

(a) For some constant C > 0 and all (α,P) ∈ R
K × P2(R),

‖G(α,P)‖2 ≤ C(1 + ‖α‖2 + EP[θ
2]1/2), ‖G(α,P) − G(α′,P′)‖2 ≤ C

(
‖α− α′‖2 +W2(P,P

′)
)
. (9)

(b) For each k = 1, . . . ,K, (θ, α) 7→ Gk(α, P̂(θ)) is twice continuously-differentiable, and for some constant
C > 0 and all (θ, α) ∈ R

d × R
K ,

‖∇αGk(α, P̂(θ))‖2 ≤ C,
√
d ‖∇θGk(α, P̂(θ))‖2 ≤ C, (10)

max
(
d ‖∇2

θGk(α, P̂(θ))‖op,
√
d ‖∇θ∇αGk(α, P̂(θ))‖op, ‖∇2

αGk(α, P̂(θ))‖op
)
≤ C. (11)

Viewing (4–5) as a joint diffusion of (θt, α̂t) on R
d+K , we remark that (8) and (10) imply that the

drift function of this joint diffusion is Lipschitz with respect to the Euclidean norm. Then there exists
a unique solution {θt, α̂t}t≥0 to (4–5) with initial condition (6) that is adapted to the filtration Ft :=
F({bs}s∈[0,t], θ

0, α̂0,X, θ∗, ε), which will be the process of interest in our main results.

2.2 Existence and uniqueness of the DMFT fixed point

In this section we define the DMFT limit for the preceding dynamics (4–5). Let δ = limn,d→∞
n
d and

α0 = limn,d→∞ α̂0 be as in Assumption 2.1. Let

(θ∗, θ0) ∼ P(θ∗, θ0)

denote scalar variables with the distribution (7). Let

{bt}t≥0, {ut}t≥0

5



be univariate mean-zero Gaussian processes independent of each other and of (θ∗, θ0), where {bt}t≥0 is a
standard Brownian motion and {ut}t≥0 has a correlation kernel Cη(·) on [0,∞), defined self-consistently
below. Let

{αt}t≥0

be a deterministic continuous process on R
K , also defined self-consistently below. We consider univariate

processes {θt}t≥0 and { ∂θt∂us }t≥s≥0 adapted to the filtration

Fθ
t := F({bs}s∈[0,t], {us}s∈[0,t], θ

∗, θ0)

(in the sense that θt and ∂θt

∂us for all s ∈ [0, t] are Fθ
t -measurable), defined by the stochastic differential

equations

dθt =
[
−δβ(θt − θ∗) + s(θt, αt) +

∫ t

0

Rη(t, s)(θ
s − θ∗)ds+ ut

]
dt+

√
2 dbt with θt

∣∣
t=0

= θ0, (12)

d
( ∂θt

∂us

)
=

[
−
(
δβ − ∂θs(θ

t, αt)

)
∂θt

∂us
+

∫ t

s

Rη(t, s
′)
∂θs

′

∂us
ds′

]
dt with

∂θt

∂us

∣∣∣∣
t=s

= 1. (13)

We clarify that ∂θt

∂us is a notation for a univariate process on t ∈ [s,∞), defined via (13) for each s ≥ 0.
Consider also

ε ∼ P(ε), (w∗, {wt}t≥0),

where ε is a scalar variable with the distribution (7), and (w∗, {wt}t≥0) is a univariate mean-zero Gaussian
process indexed by {∗} ∪ [0,∞), independent of ε and with a correlation kernel Cθ(·) on {∗} ∪ [0,∞) also

defined self-consistently below. We consider univariate processes {ηt}t≥0 and { ∂ηt∂ws }t≥s≥0 adapted to the
filtration

Fη
t := F({ws}s≤t, w∗, ε),

defined by the integral equations

ηt = −β

∫ t

0

Rθ(t, s)
(
ηs + w∗ − ε

)
ds− wt, (14)

∂ηt

∂ws
= β

[
−
∫ t

s

Rθ(t, s
′)
∂ηs

′

∂ws
ds′ +Rθ(t, s)

]
. (15)

Again ∂ηt

∂us is a notation for a univariate process on t ∈ [s,∞), defined by (15) for each s ≥ 0.
The centered Gaussian processes {ut}t≥0 and (w∗, {wt}t≥0) above have correlation kernels

E[utus] = Cη(t, s), E[wtws] = Cθ(t, s), E[wtw∗] = Cθ(t, ∗), E[(w∗)2] = Cθ(∗, ∗). (16)

Denoting by P(θt) the law of θt solving (12), the above deterministic process {αt}t≥0 and correlation/response
kernels Cη, Cθ, Rη, Rθ are defined for all t ≥ s ≥ 0 self-consistently by

d

dt
αt = G(αt,P(θt)) with αt

∣∣
t=0

= α0, (17)

Cθ(t, s) = E[θtθs], Cθ(t, ∗) = E[θtθ∗], Cθ(∗, ∗) = E[(θ∗)2],

Cη(t, s) = δβ2
E[(ηt + w∗ − ε)(ηs + w∗ − ε)],

Rθ(t, s) = E

[ ∂θt
∂us

]
, Rη(t, s) = δβ E

[ ∂ηt
∂ws

]
.

(18)

We note that the above process { ∂ηt∂ws }t≥s≥0 defined by (15) is in fact deterministic, but we keep the expec-
tation defining Rη(t, s) for symmetry of notation.

The equations (17–18) should be understood as fixed-point equations for α,Cθ , Cη, Rθ, Rη, where the

laws of the processes {θt, ∂θt∂us , u
t}t≥s≥0 and {ηt, ∂ηt∂ws , w

t}t≥s≥0 defining (17–18) are in turn defined by
α,Cθ, Cη, Rθ, Rη via (12–16). For each fixed time horizon T > 0, let S(T ) be a space of functions

(α,Cθ , Cη, Rθ, Rη) ≡ {αt, Cθ(t, s), Cθ(t, ∗), Cθ(∗, ∗), Cη(t, s), Rθ(t, s), Rη(t, s)}0≤s≤t≤T
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having at most exponential growth, and S(T )cont a subset of continuous such functions, whose precise
definitions we defer to Section 3.1 to follow. The following result establishes existence and uniqueness of a
fixed point to (17–18) in this space S(T )cont.
Theorem 2.4. Under Assumptions 2.1, 2.2, and 2.3, for any fixed T > 0:

(a) For any (α,Cθ , Cη, Rθ, Rη) ∈ S(T ) and any realization of the mean-zero Gaussian processes {ut}t≥0

and (w∗, {wt}t≥0) satisfying (16) (independent of (θ∗, θ0, {bt}t≥0) and ε respectively), there exist unique
solutions to (12–13) and (14–15) adapted to {Fθ

t }t∈[0,T ] and {Fη
t }t∈[0,T ] for times 0 ≤ s ≤ t ≤ T .

(b) There exists a unique fixed point (α,Cθ , Cη, Rθ, Rη) ∈ S(T ) satisfying (17–18) for the solution of part
(a). This fixed point belongs to S(T )cont, and in particular {αt}t≥0 is a deterministic continuous process
on R

K .

The proof of Theorem 2.4 is given in Section 3. We will call the components of Theorem 2.4(a–b) the
unique solution of the DMFT system (12–18).

2.3 The dynamical mean-field approximation

The following is the first main result of our work, showing that the preceding solution to the DMFT system
describes the limit of {α̂t}t∈[0,T ] and empirical distributions of coordinates of {θt}t∈[0,T ] and {ηt}t∈[0,T ] ≡
{Xθt}t∈[0,T ] solving (4–5), for fixed time horizons T > 0 in the limit n, d → ∞.

Theorem 2.5. Suppose Assumptions 2.1, 2.2, and 2.3 hold. Denote

ηt = Xθt, η∗ = Xθ∗

let θ∗, ε, η∗ = −w∗, and {θt, ηt, αt}t∈[0,T ] be the components of the unique solution to the DMFT system
(12–18) given by Theorem 2.4, and let P(·) denote the law of these components. Then for each fixed T > 0,
almost surely as n, d → ∞,

(a) (α̂t)t∈[0,T ] → (αt)t∈[0,T ] in C([0, T ],RK).

(b) In the sense of Wasserstein-2 convergence over R× C([0, T ],R) and R× R× C([0, T ],R),

1

d

d∑

j=1

δθ∗j ,{θtj}t∈[0,T ]

W2→ P(θ∗, {θt}t∈[0,T ]),
1

n

n∑

i=1

δη∗i ,εi,{ηti}t∈[0,T ]

W2→ P(η∗, ε, {ηt}t∈[0,T ]).

The proof of Theorem 2.5 is given in Section 4. For ease of interpretation, we record here two corollaries
of this result. The first clarifies an implication of the above Wasserstein-2 convergence in terms of the
convergence of pseudo-Lipschitz test functions of finite-dimensional marginals of the processes.

Corollary 2.6. In the setting of Theorem 2.5, for any fixed m ≥ 1 and times t1, . . . , tm ∈ [0, T ], and for
any pseudo-Lipschitz test functions fθ : Rm+1 → R and fη : Rm+2 → R (i.e. satisfying |f(x) − f(y)| ≤
C‖x− y‖2(1 + ‖x‖2 + ‖y‖2)), almost surely as n, d → ∞,

1

d

d∑

j=1

fθ(θ
∗
j , θ

t1
j , . . . , θtmj ) → Efθ(θ

∗, θt1 , . . . , θtm)

1

n

n∑

i=1

fη(η
∗
i , εi, η

t1
i , . . . , ηtmi ) → Efη(η

∗, ε, ηt1 , . . . , ηtm)

(19)

where the expectations on the right side are under the joint laws of the solution to the DMFT system.

Proof. Any pseudo-Lipschitz function (θ∗, θt1 , . . . , θtm) 7→ fθ(θ
∗, θt1 , . . . , θtm) is also a pseudo-Lipschitz func-

tion of the full sample path (θ∗, {θt}t∈[0,T ]) ∈ R×C([0, T ],R). Thus the first statement of (19) follows from
Theorem 2.5(b) and the characterization of Wasserstein-p convergence in [54, Definition 6.8 and Theorem
6.9], and the second statement follows similarly.
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The second corollary asserts an asymptotic decoupling of the finite-dimensional marginal distributions of
(θ∗, {θt}t∈[0,T ]) in a coordinate-exchangeable setting, which is the usual notion of propagation-of-chaos for
interacting particle systems.

Corollary 2.7. In the setting of Theorem 2.5, suppose in addition that (θ∗, θ0) ∈ R
d×2 and X ∈ R

n×d are
both invariant in law under permutations of the coordinates {1, . . . , d}.

Fix any J ≥ 1, and let P(θ∗1:J , {θt1:J}t∈[0,T ]) denote the joint law of sample paths (θ∗j , {θtj}t∈[0,T ]) ∈
R × C([0, T ],R) for j = 1, . . . , J . Let P(θ∗, {θt}t∈[0,T ])

⊗J denote the J-fold product of the limit law in
Theorem 2.5(b). Then as n, d → ∞, in the sense of weak convergence,

P(θ∗1:J , {θt1:J}t∈[0,T ]) → P(θ∗, {θt}t∈[0,T ])
⊗J .

Proof. Under the stated assumptions and the definition of the process (4–5), the law of (θ∗, {θt}t∈[0,T ]) ∈
(R × C([0, T ],R))d remains invariant under permutations of the coordinates {1, . . . , d}. Then the stated

result is equivalent to convergence of the empirical law 1
d

∑d
j=1 δθ∗j ,{θtj}t∈[0,T ]

to P(θ∗, {θt}t∈[0,T ]) weakly in

probability (c.f. [4, Proposition 2.2]), and this is implied by Theorem 2.5(b).

We clarify that P(θ∗1:J , {θt1:J}t∈[0,T ]) in this statement refers to the law over all randomness including
that of θ∗, θ0 and the disorder X. It would be interesting to also study propagation-of-chaos phenomena
conditional on parts of this randomness, and we leave such investigations to future work.

2.4 Interpretation of the DMFT correlation and response

Fixing X, θ∗, ε and y = Xθ∗ + ε, define the coordinate observables

ej(θ) = θj , xi(θ) =
√
δβ([Xθ]i − yi). (20)

Fixing also the initial conditions x = (θ0, α̂0), for each pair A,B ∈ {e1, . . . , ed, x1, . . . , xn}, define
{Rx

AB(t, s)}0≤s≤t
as a response function for the joint dynamics (4–5) that satisfies the following condition: For any continuous
bounded function h : [0,∞) → R and any ε > 0, consider the perturbed dynamics

dθt,ε =
[
−βX⊤(Xθt,ε − y) + εh(t)∇θB(θt,ε, α̂t,ε) +

(
s(θt,εj , α̂t,ε)

)d
j=1

]
dt+

√
2 dbt

dα̂t,ε = G
(
α̂t,ε,

1

d

d∑

j=1

δθt,εj

)
dt

with the same initial condition (θ0,ε, α̂0,ε) = x. Denote the expectation conditional on X, θ∗, ε and x =
(θ0, α̂0) as 〈f({θt, α̂t}t≥0)〉x. Then for any t > 0,

lim
ε→0

1

ε

(
〈A(θt,ε, α̂t,ε)〉x − 〈A(θt, α̂t)〉x

)
=

∫ t

0

Rx

AB(t, s)h(s) ds. (21)

Thus Rx

AB(t, s) may be understood as the linear response of the observable A(θ) at time t to a perturbation
of the Langevin potential by B(θ) at a preceding time s. Existence of such a response function for smooth
bounded observables in uniformly elliptic and hypoelliptic diffusions has been shown in [55, 56]. We verify
in Proposition A.1 that the arguments of [56] may be extended to show also the existence of a response
function Rx

AB(t, s) satisfying (21) in our adaptive Langevin diffusion, for a class of unbounded and Lipschitz
observables including all A,B ∈ {e1, . . . , ed, x1, . . . , xn}.

Let {θt, α̂t}t≥0 be the solution to (4–5) with the given initial condition x = (θ0, α̂0) of Assumption 2.1,
and define the corresponding correlation and response matrices

Cθ(t, s) =
(〈

ej(θ
t)ek(θ

s)
〉
x

)d
j,k=1

, Cθ(t, ∗) =
(〈

ej(θ
t)ek(θ

∗)
〉
x

)d
j,k=1

, Rθ(t, s) =
(
Rx

ejek
(t, s)

)d
j,k=1

,

Cη(t, s) =
(〈

xj(θ
t)xk(θ

s)
〉
x

)n
j,k=1

, Rη(t, s) =
(
Rx

xjxk
(t, s)

)n
j,k=1

(22)
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for the above coordinate observables e1, . . . , ed, x1, . . . , xn. The following is the second main result of our
work, showing that the correlation and response kernels Cθ, Cη, Rθ, Rη defining the DMFT limit in Theorem
2.5 are the almost-sure limits of the normalized traces of these matrices, i.e. the correlation and self-responses
of the observables ej and xi averaged across coordinates j = 1, . . . , d and i = 1, . . . , n.

Theorem 2.8. Suppose Assumptions 2.1, 2.2, and 2.3 hold, and (θ, α) 7→ ∇2
(θ,α)s(θ, α) and (θ, α) 7→

∇2
(θ,α)Gk(α, P̂(θ)) are uniformly Hölder-continuous for each k = 1, . . . ,K. Let Cθ, Cη, Rθ, Rη be the correla-

tion and response kernels of the solution to the DMFT system (12–18) given by Theorem 2.4. Then for any
fixed t ≥ s ≥ 0, almost surely as n, d → ∞,

d−1 TrCθ(t, s) → Cθ(t, s), d−1 TrCθ(t, ∗) → Cθ(t, ∗), n−1 TrCη(t, s) → Cη(t, s),

d−1 TrRθ(t, s) → Rθ(t, s), n−1TrRη(t, s) → Rη(t, s).

The proof of Theorem 2.8 is provided in Section 5. We note that the convergence of d−1 TrCθ and
n−1 TrCη is an immediate consequence of Corollary 2.6. The additional content of this theorem is the
convergence of d−1 TrRθ and n−1TrRη, which relies on an inductive analysis of dynamics at a single
particle level using a dynamical cavity argument.

Remark 2.9. By an argument similar to our proof of Theorem 2.8, one may show that the DMFT response
kernels Rθ(t, s) and Rη(t, s) also represent the limits of d−1 TrRθ(t, s) and n−1 TrRη(t, s) defined for a
non-adaptive version of the dynamics

dθ̃t =
[
−βX⊤(Xθ̃t − y) +

(
s(θ̃tj , α

t)
)d
j=1

]
dt+

√
2 dbt

which replaces the adaptively-evolving drift parameter {α̂t}t≥0 by its deterministic DMFT limit {αt}t≥0. The

response matrices Rθ,Rη for this non-adaptive dynamics {θ̃t}t≥0 are different from those for the adaptive
dynamics (4–5), in that a perturbation in the adaptive system affects {α̂t}t≥s whereas it does not change
{αt}t≥s in the non-adaptive system. However, our result implies that the almost-sure limits of d−1 TrRθ

and n−1 TrRη coincide for these two dynamics, i.e. the propagation of the effect of the perturbation through
{α̂t} is negligible in the large-(n, d) limit.

The remainder of this paper will prove the preceding results of Theorems 2.4, 2.5, and 2.8.

3 Existence and uniqueness of the DMFT fixed point

In this section we prove Theorem 2.4. We assume throughout Assumptions 2.1, 2.2, and 2.3. Section 3.1
defines the spaces S(T ) and S(T )cont and proves Theorem 2.4(a) on existence and uniqueness of the processes
(12–15). Section 3.2 then proves Theorem 2.4(b) on existence and uniqueness of the dynamical fixed point
via a contractive mapping argument similar to that of [42].
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3.1 The function spaces S(T ) and S(T )cont
Let τ2∗ = Eθ∗2 and σ2 = Eε2, and let C0 > 0 denote a constant larger than the constants C > 0 of (8) and
(9). Consider the following system of equations for functions Φα,ΦCθ

,ΦCη
,ΦRθ

,ΦRη
on [0,∞):

d

dt
Φα(t) = 4.1C0(1 + ΦCθ

(t)) + 3C0Φα(t) with Φα(0) = ‖α0‖2, (23)

d

dt
ΦCθ

(t) = (6δ2β2 + 18C2
0 + 1.1)ΦCθ

(t) + 6

∫ t

0

(t− s+ 1)2Φ2
Rη

(t− s)ΦCθ
(s)ds

+ 6
(
δ2β2τ2∗ + 3C2

0 + 3C2
0Φα(t) +

∫ t

0

(t− s+ 1)2Φ2
Rη

(t− s)ds · τ2∗ +ΦCη
(t)

)
+ 2

with ΦCθ
(0) = E(θ0)2, (24)

ΦCη
(t) = 2δβ2

[1
δ

∫ t

0

(t− s+ 1)2 · Φ2
Rθ

(t− s)ΦCη
(s)ds+ 2ΦCθ

(t) + 2τ2∗ + σ2
]
, (25)

d

dt
ΦRθ

(t) = (δ|β|+ C0)ΦRθ
(t) +

∫ t

0

ΦRη
(t− s)ΦRθ

(s)ds with ΦRθ
(0) = 1, (26)

ΦRη
(t) = |β|

( ∫ t

0

ΦRθ
(t− s)ΦRη

(s)ds+ δ|β|ΦRθ
(t)

)
. (27)

Lemma 3.1. The system (23–27) has a unique continuous solution. Defining

E(λ) =
{
continuous functions f : R+ → R+ such that

∫ ∞

0

e−λsf(s)ds < ∞
}
,

for any sufficiently large constant λ > 0, this solution satisfies Φα,ΦCθ
,ΦCη

,ΦRθ
,ΦRη

∈ E(λ).

Proof. Let Φη = (ΦCη
,ΦRη

), Φθ = (Φα,ΦCθ
,ΦRθ

), and Φ = (Φη,Φθ). For any two continuous solutions Φ

and Φ̃, there exists some M > 0 such that all components of both solutions are uniformly bounded over
[0, T ] by M . The above equations then imply

‖Φθ(t)− Φ̃θ(t)‖ ≤
∫ t

0

C‖Φ(s)− Φ̃(s)‖ds, ‖Φη(t)− Φ̃η(t)‖ ≤ C
(∫ t

0

‖Φ(s)− Φ̃(s)‖ds+ ‖Φθ(t)− Φ̃θ(t)‖
)

for a constant C > 0 depending on M,T . Applying Gronwall’s lemma to the second inequality shows

sup
s∈[0,t]

‖Φη(s)− Φ̃η(s)‖ ≤ C′ sup
s∈[0,t]

‖Φθ(s)− Φ̃θ(s)‖. (28)

Then applying this in the first inequality gives

‖Φθ(t)− Φ̃θ(t)‖ ≤
∫ t

0

C′′ sup
r∈[0,s]

‖Φθ(r) − Φ̃θ(r)‖ds,

so Gronwall’s lemma applied again shows Φθ(t) = Φ̃θ(t) for all t ∈ [0, T ]. Then by (28), also Φ(t) = Φ̃(t) for
all t ∈ [0, T ], so any continuous solution to (23–27) is unique.

It remains to show existence of a continuous solution with all components in E(λ). Consider (26–27) as
a mapping from ΦRθ

,ΦRη
on the right side to Φ̃Rθ

, Φ̃Rη
on the left side, i.e.

Φ̃Rθ
(t) = 1 +

∫ t

0

(
(δ|β|+ C0)ΦRθ

(t′) +

∫ t′

0

ΦRη
(t′ − s)ΦRθ

(s)ds
)
dt′,

Φ̃Rη
(t) = |β|

( ∫ t

0

ΦRθ
(t− s)ΦRη

(s)ds+ δ|β|ΦRθ
(t)

)
.

If ΦRθ
,ΦRη

∈ E(λ), then writing Lθ(λ) =
∫∞
0 ΦRθ

(s)e−λsds for the Laplace transform of ΦRθ
and similarly

writing Lη, L̃θ, L̃η for those of ΦRη
, Φ̃Rθ

, Φ̃Rη
, taking Laplace transforms of the above gives

λL̃θ(λ)− 1 = (δ|β|+ C0)Lθ(λ) + Lη(λ)Lθ(λ),

L̃η(λ) = |β|Lθ(λ)Lη(λ) + δβ2Lθ(λ).
(29)
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This implies in particular that L̃θ(λ), L̃η(λ) < ∞, i.e. Φ̃Rθ
, Φ̃Rη

∈ E(λ). For ι > 0, define further

E(λ, ι) = {(ΦRθ
,ΦRη

) : Lθ(λ) ≤ ι, Lη(λ) ≤ (δβ2 + 1)ι}.

If (ΦRθ
,ΦRη

) ∈ E(λ, ι), then for ι > 0 sufficiently small and λ > 0 sufficiently large, this implies L̃θ(λ) ≤
λ−1(1+(δ|β|+C0)ι+(δβ2+1)ι2) ≤ ι and L̃η(λ) ≤ |β|(δβ2+1)ι2+δβ2ι ≤ (δβ2+1)ι, so (Φ̃Rθ

, Φ̃Rη
) ∈ E(λ, ι).

For two pairs of inputs (L1
θ, L

1
η) and (L2

θ, L
2
η), note by (29) that the corresponding outputs satisfy

|L̃1
θ − L̃2

θ| ≤
δ|β|+ C0

λ
|L1
θ − L2

θ|+
|L1
η|
λ

|L1
θ − L2

θ|+
|L2
θ|(δβ2 + 1)

λ

|L1
η − L2

η|
δβ2 + 1

|L̃1
η − L̃2

η|
δβ2 + 1

≤ |β||L1
θ|
|L1
η − L2

η|
δβ2 + 1

+
|β||L2

η|
δβ2 + 1

|L1
θ − L2

θ|+
δβ2

δβ2 + 1
|L1
θ − L2

θ|.

Thus, defining a weighted L1-norm on E(λ) × E(λ) given by ‖(ΦRθ
,ΦRη

)‖ = |Lθ(λ)| + (δβ2 + 1)−1|Lη(λ)|,
one may check from the above that the mapping (ΦRθ

,ΦRη
) 7→ (Φ̃Rθ

, Φ̃Rη
) is Lipschitz on E(λ)×E(λ) with

respect to ‖ · ‖, with Lipschitz constant at most

δ|β|+ C0

λ
+

2(δβ2 + 1)ι

λ
+ 2|β|ι+ δβ2

δβ2 + 1
.

This is less than 1 for ι > 0 sufficiently small and λ > 0 sufficiently large, so (ΦRθ
,ΦRη

) 7→ (Φ̃Rθ
, Φ̃Rη

) is a
contraction with respect to ‖·‖. This norm is complete on E(λ)×E(λ), and E(λ, ι) is closed in E(λ)×E(λ),
so by the Banach fixed-point theorem, there exists a unique fixed point (ΦRθ

,ΦRη
) ∈ E(λ, ι) ⊂ E(λ)×E(λ)

which is a solution to (26–27).
Given this solution to (26–27), consider now (23–25) as a mapping from (Φα,ΦCθ

,ΦCη
) on the right

side to (Φ̃α, Φ̃Cθ
, Φ̃Cη

) on the left side. Now let Lα(λ), Lθ(λ), Lη(λ) denote the Laplace transforms of

(Φα,ΦCθ
,ΦCη

), and define also the Laplace transforms Kη(λ) =
∫ t
0 (s + 1)2Φ2

Rη
(s)e−λsds and Kθ(λ) =

∫ t
0
(s+ 1)2Φ2

Rθ
(s)e−λsds. Choosing λ large enough so that Kη(λ),Kθ(λ) < ∞, if Φα,ΦCθ

,ΦCη
∈ E(λ), then

taking Laplace transforms of (23–25) gives

λL̃α(λ) − ‖α0‖2 =
4.1C0

λ
+ 4.1C0Lθ(λ) + 3C0Lα(λ)

λL̃θ(λ)− E(θ0)2 = C1Lθ(λ) + 6Kη(λ)Lθ(λ) + 18C2
0Lα(λ) +

6τ2∗
λ

Kη(λ) + 6Lη(λ) +
C2

λ

L̃η(λ) = 2β2Kθ(λ)Lη(λ) + 4δβ2Lθ(λ) +
C3

λ

for some constants C1, C2, C3 depending only on δ, β, C0, σ
2, τ2∗ . For small ι > 0, suppose further that

(Φα,ΦCθ
,ΦCη

) ∈ E(λ, ι) where

E(λ, ι) = {(Φα,ΦCθ
,ΦCη

) : Lα(λ) ≤ ι, Lθ(λ) ≤ ι, Lη(λ) ≤ (4δβ2 + 1)ι}.
Then, using that limλ→∞ Kθ(λ) = 0 and limλ→∞ Kη(λ) = 0, for sufficiently large λ > 0 and small ι > 0,

the above Laplace transform equations imply (Φ̃α, Φ̃Cθ
, Φ̃Cη

) ∈ E(λ, ι). Furthermore, defining the norm
‖(Φα,ΦCθ

,ΦCη
)‖ = |Lα(λ)| + |Lθ(λ)| + (4δβ2 + 1)|Lη(λ)|, it may be verified as above that the mapping

(Φα,ΦCθ
,ΦCη

) 7→ (Φ̃α, Φ̃Cθ
, Φ̃Cη

) is Lipschitz in ‖ · ‖ on E(λ, ι), with Lipschitz constant at most

7.1C0

λ
+

C1 + 6Kη(λ) + 18C2
0 + 6(4δβ2 + 1)

λ
+ 2β2Kθ(λ) +

4δβ2

4δβ2 + 1
.

For sufficiently large λ > 0, this is again less than 1, so there exists a unique fixed point (Φα,ΦCθ
,ΦCη

) ∈
E(λ, ι) ⊂ E(λ) × E(λ)× E(λ) which solves (23–25).

Let (Φα,ΦCθ
,ΦCη

,ΦRθ
,ΦRη

) be the above solution to (23–27). For any T > 0 and finite set D =
{d1, . . . , dm} ⊂ (0, T ), we call [0, d1), [d1, d2), . . . , [dm, T ] the maximal intervals of [0, T ] \D. Fixing T > 0
and denoting

(α,Cθ, Cη, Rθ, Rη) ≡ {αt, Cθ(t, s), Cθ(t, ∗), Cθ(∗, ∗), Cη(t, s), Rθ(t, s), Rη(t, s)}0≤s≤t≤T ,
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we define the space S ≡ S(T ) in Theorem 2.4 as

S = {(α,Cθ, Cη, Rθ, Rη) : (Rη, Cη, α) ∈ Sη, (Rθ, Cθ, α) ∈ Sθ}. (30)

Here Sη ≡ Sη(T ) is the collection of (Rη, Cη, α) such that, for some (possibly empty) discontinuity set
D ⊂ (0, T ) of at most finite cardinality:

• Cη is a positive-semidefinite covariance kernel on [0, T ] (identifying Cη(s, t) = Cη(t, s)) satisfying

Cη(t, t) ≤ ΦCη
(t) for all 0 ≤ t ≤ T. (31)

Furthermore, Cη(t, s) is uniformly continuous over s, t ∈ I for each maximal interval I of [0, T ] \ D,
and satisfies

∣∣Cη(t, t)− 2Cη(t, s) + Cη(s, s)
∣∣ ≤ 3β2

[(
T 3 sup

r∈[0,T ]

Φ′
Rθ

(r)2 + T sup
r∈[0,T ]

ΦRθ
(r)2

)
sup

r∈[0,T ]

ΦCη
(r)

+ δ
(
2T sup

r∈[0,T ]

Φ′
Cθ

(r) + 4
)]

· |t− s| for all s, t ∈ I. (32)

• Rη(t, s) satisfies

|Rη(t, s)| ≤ ΦRη
(t− s) for all 0 ≤ s ≤ t ≤ T. (33)

Furthermore, Rη(t, s) is uniformly continuous over s ∈ I ′ and t ∈ I for any two (possibly equal)
maximal intervals I, I ′ of [0, T ] \D.

• αt satisfies
‖αt‖2 ≤ Φα(t) for all 0 ≤ t ≤ T. (34)

and is uniformly continuous on each maximal interval I of [0, T ] \D.

Similarly Sθ ≡ Sθ(T ) is the set of (Rθ, Cθ, α) such that

• Cθ is a positive-semidefinite covariance kernel on {∗} ∪ [0, T ] (identifying Cθ(s, t) = Cθ(t, s) and
Cθ(t, ∗) = Cθ(∗, t)) satisfying

Cθ(t, t) ≤ ΦCθ
(t) for all 0 ≤ t ≤ T. (35)

Furthermore, Cθ(t, s) is uniformly continuous over s, t ∈ I for each maximal interval I of [0, T ]\D and
satisfies

∣∣Cθ(t, t)− 2Cθ(t, s) + Cθ(s, s)
∣∣ ≤

(
2T sup

r∈[0,T ]

Φ′
Cθ

(r) + 4
)
|t− s| for all s, t ∈ I, (36)

and Cθ(t, ∗) is uniformly continuous over t ∈ I.

• Rθ(t, s) satisfies

|Rθ(t, s)| ≤ ΦRθ
(t− s) for all 0 ≤ s ≤ t ≤ T. (37)

Furthermore, Rθ(t, s) is uniformly continuous over s ∈ I ′ and t ∈ I for any two (possibly equal)
maximal intervals I, I ′ of [0, T ] \D, and satisfies

∣∣Rθ(t′, s)−Rθ(t, s)
∣∣ ≤

(
sup

r∈[0,T ]

Φ′
Rθ

(r)
)
|t′ − t| for each fixed s ∈ [0, T ] and all t, t′ ∈ [s, T ] ∩ I. (38)

• αt satisfies (34) and is uniformly continuous on each maximal interval I of [0, T ] \D.

12



We define
Scont(T ) ≡ Scont ⊂ S, Scont

η (T ) ≡ Scont
η ⊂ Sη, Scont

θ (T ) ≡ Scont
θ ⊂ Sθ

as the subsets of the above spaces where D = ∅, i.e. the above continuity conditions hold on all of [0, T ].

Remark 3.2. By (32), letting {ut}t∈[0,T ] be a mean-zero Gaussian process with covariance Cη, for any
maximal interval I of [0, T ] \D, any s, t ∈ I, and some constant C > 0,

E(ut − us)4 = 3[E(ut − us)2]2 ≤ C|t− s|2.

Then Kolmogorov’s continuity theorem ( [57, Theorem 2.9]) implies that there exists a modification of
{ut}t∈[0,T ] that is uniformly Hölder continuous on each such maximal interval I, and similarly for {wt}t∈[0,T ]

with covariance Cθ satisfying (36). We will always take {ut} and {wt} to be the versions of these processes
that satisfy this Hölder continuity.

Let us now establish existence and uniqueness of the solutions to (12–15) given (α,Cθ, Cη, Rθ, Rη) ∈ S.

Lemma 3.3. Fix any T > 0, any (Rη, Cη, α) ∈ Sη, and any realizations of θ0, θ∗, {bt}t≤T and {ut}t≤T .
Then there exist unique Fθ

t -adapted processes {θt}t≤T and { ∂θt∂us }s≤t≤T solving (12–13).

Proof. Consider the drift function

v(t, {θs}s≤t) = −δβ(θt − θ∗) + s(θt, αt) +

∫ t

0

Rη(t, s)(θ
s − θ∗)ds+ ut.

Conditioning on θ0, θ∗ and {ut} and writing 0 for the process θt ≡ 0, we have (with probability 1 over θ0, θ∗

and {ut})

sup
t∈[0,T ]

|v(t, 0)| ≤ δ|βθ∗|+ sup
t∈[0,T ]

|s(0, αt)|+
∫ T

0

ΦRη
(t)dt · |θ∗|+ sup

t∈[0,T ]

|ut| < ∞.

Furthermore, for all t ∈ [0, T ],

|v(t, {θs}s≤t)− v(t, {θ̃s}s≤t)| ≤
(
δ|β|+ sup

(θ,α)∈R×RK

|∂θs(θ, α)|+
∫ T

0

ΦRη
(s)ds

)
sup
s∈[0,t]

|θs − θ̃s|,

showing under Assumption 2.2 that {θs}s≤t 7→ v(t, {θs}s≤t) is Lipschitz in the norm of uniform convergence,
uniformly over t ∈ [0, T ]. Then existence and uniqueness of a solution {θt}t≤T with θt|t=0 = θ0 adapted to
the filtration of {bt}t≥0 is classical, see e.g. [58, Theorem 11.2]. This solution is a measurable function of θ0,
θ∗, and {ut}, and hence is also Fθ

t -adapted.
Conditioning now on {θt}, for any fixed s ∈ [0, T ], consider

v(t, {xs′}s′∈[s,t]) = −
(
δβ − ∂θs(θ

t, αt)
)
xt +

∫ t

s

Rη(t, s
′)xs

′

ds′.

This satisfies v(t, 0) ≡ 0 for all t ∈ [s, T ] and

|v(t, {xs′}s′∈[s,t])− v(t, {x̃s′}s′∈[s,t])| ≤
(
δ|β|+ sup

(θ,α)∈R×RK

|∂θs(θ, α)| +
∫ T

0

ΦRη
(t)dt

)
sup
s′∈[s,t]

|xs′ − x̃s
′ |,

so {xs′}s′∈[s,t] 7→ v(t, {xs′}s′∈[s,t]) is also Lipschitz in the norm of uniform convergence, uniformly over

t ∈ [s, T ]. Then again for each s ∈ [0, T ], there exists a unique solution { ∂θt∂us }t∈[s,T ] with
∂θt

∂us |t=s = 1, which

is adapted to the filtration Ft ≡ F({θr}r∈[s,t]) and hence also to Fθ
t , showing the lemma.

Lemma 3.4. Fix any T > 0, any (Rθ, Cθ, α) ∈ Sθ, and any realizations of ε and (w∗, {wt}t≤T ). Then there

exist unique Fη
t -adapted processes {ηt}t≤T and { ∂ηt∂ws }s≤t≤T solving (14–15).
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Proof. Conditional on ε and (w∗, {wt}), the equations (14–15) are linear Volterra integral equations for
which the kernel (s, t) 7→ Rθ(t, s) is continuous on each maximal interval I of [0, T ] \ D. Then, for each
maximal interval I = [a, b), given the values of {ηt} for t ∈ [0, a], existence and uniqueness of {ηt}t∈[a,b) is
classical and follows from e.g. [59, Theorem 2.1.2]. Applying this successively to each maximal interval I
shows existence and uniqueness of {ηt} over t ∈ [0, T ]. A similar argument shows, for each fixed s ∈ [0, T ],

the existence and uniqueness of { ∂ηt∂ws } over t ∈ [s, T ]. Here ∂ηt

∂ws is deterministic by its definition, while ηt is
a measurable function of ε, w∗, {ws}s≤t and hence is adapted to Fη

t .

Proof of Theorem 2.4(a). This follows from Lemmas 3.3 and 3.4.

3.2 Contractive mapping

We fix T > 0. For any (Rη, Cη, α) ∈ Sη, define a map Tη→θ : (Rη, Cη, α) → (Rθ, Cθ, α̃) by

Rθ(t, s) = E

[ ∂θt
∂us

]
, Cθ(t, s) = E[θtθs], Cθ(t, ∗) = E[θtθ∗], Cθ(∗, ∗) = E[(θ∗)2],

d

dt
α̃t = G(α̃t,P(θt)) with α̃t|t=0 = α0

where {θt}t∈[0,T ] and { ∂θt∂us }0≤s≤t≤T are the unique solutions to (12–13) given (Rη, Cη, α) and θ0, θ∗, {ut},
guaranteed by Lemma 3.3, and P(θt) is the law of θt. Similarly, for any (Rθ, Cθ, α̃) ∈ Sθ, define a map
Tθ→η : (Rθ, Cθ, α̃) → (Rη, Cη, α) by

Rη(t, s) = δβ E

[ ∂ηt
∂ws

]
, Cη(t, s) = δβ2

E[(ηt + w∗ − ε)(ηs + w∗ − ε)], αt = α̃t

where {ηt}t∈[0,T ] and { ∂ηt∂ws }0≤s<t≤T are the unique solutions to (14–15) given (Rθ, Cθ, α̃) and ε, w∗, {wt},
guaranteed by Lemma 3.4. Finally, define the composite maps

Tη→η = Tθ→η ◦ Tη→θ, Tθ→θ = Tη→θ ◦ Tθ→η. (39)

The rest of this subsection is divided into two parts:

• (Part 1) We show in Lemma 3.5 (resp. Lemma 3.6) that Tθ→η maps Sθ into Sη (resp. Tη→θ maps Sη
into Sθ).

• (Part 2) We equip Sη and Sθ with certain metrics and derive the moduli-of-continuity of the maps
Tη→θ and Tθ→η in Lemmas 3.7 and 3.8, thereby concluding that Tη→η and Tθ→θ in (39) are contractions
under these metrics.

Lemma 3.5. Tθ→η maps Sθ into Sη, and Scont

θ into Scont
η .

Proof. (Condition for Cη) Define ξt = ηt + w∗ − ε, so that

ξt = −β

∫ t

0

Rθ(t, s)ξ
sds− wt + w∗ − ε

and Cη(t, s) = δβ2
E[ξtξs]. Then by Cauchy-Schwarz,

Cη(t, t) ≤ 2δβ2
E

[
β2

(∫ t

0

Rθ(t, s)ξ
sds

)2

+ (wt − w∗ + ε)2
]

≤ 2δβ2
[
β2

∫ t

0

(t− s+ 1)2 · Rθ(t, s)2E(ξs)2ds ·
∫ t

0

(t− s+ 1)−2ds+ 2Cθ(t, t) + 2τ2∗ + σ2
]

≤ 2δβ2
[1
δ

∫ t

0

(t− s+ 1)2 · Φ2
Rθ

(t− s)Cη(s, s)ds+ 2ΦCθ
(t) + 2τ2∗ + σ2

]
.

(40)
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Recalling the equation for ΦCη
(·) in (25),

ΦCη
(t) = 2δβ2

[1
δ

∫ t

0

(t− s+ 1)2 · Φ2
Rθ

(t− s)ΦCη
(s)ds+ 2ΦCθ

(t) + 2τ2∗ + σ2
]
,

Gronwall’s inequality implies that Cη(t, t) ≤ ΦCη
(t), showing (31).

We now check (32) on each maximal interval I of [0, T ] \D where D ⊂ (0, T ) is the discontinuity set of
Sθ. Note that

Cη(t, t)− 2Cη(t, s) + Cη(s, s) = δβ2
E[(ξt − ξs)2]

= δβ2
E

[(
−β

∫ t

0

Rθ(t, r)ξ
rdr + β

∫ s

0

Rθ(s, r)ξ
rdr − wt + ws

)2]

≤ 3δβ2
[
β2

E

( ∫ s

0

(
Rθ(t, r) −Rθ(s, r)

)
ξrdr

)2

+ β2
E

( ∫ t

s

Rθ(t, r)ξ
rdr

)2

+ E(wt − ws)2
]
.

Using δβ2
E(ξt)2 = Cη(t, t) ≤ ΦCη

(t) established above, together with the continuity conditions (38) for Rθ
and (36) for Cθ, for any s, t ∈ I it holds that

E

( ∫ s

0

(
Rθ(t, r)−Rθ(s, r)

)
ξrdr

)2

≤ s

∫ s

0

(Rθ(t, r) −Rθ(s, r))
2
E(ξr)2dr

≤ T 2

δβ2

(
sup

r∈[0,T ]

Φ′
Rθ

(r)
)2

· sup
r∈[0,T ]

ΦCη
(r) · |t− s|2,

E

( ∫ t

s

Rθ(t, r)ξ
rdr

)2

≤ (t− s)

∫ t

s

Rθ(t, r)
2
E(ξr)2dr

≤ 1

δβ2
sup

r∈[0,T ]

ΦRθ
(r)2 · sup

r∈[0,T ]

ΦCη
(r) · |t− s|2,

E(wt − ws)2 = Cθ(t, t)− 2Cθ(t, s) + Cθ(s, s) ≤ (2T sup
r∈[0,T ]

Φ′
Cθ

(r) + 4) · |t− s|.

Combining these bounds shows (32) over s, t ∈ I. Applying |E[ξsξt − ξs
′

ξt
′

]|2 ≤ 2E(ξs − ξs
′

)2E(ξt
′

)2 +
2E(ξs

′

)2E(ξt− ξt
′

)2, this shows also that Cη(t, s) is uniformly continuous over s, t ∈ I. If (Cθ, Rθ, α̃) ∈ Scont
θ ,

then D = ∅ so this maximal interval is I = [0, T ].

(Condition for Rη) By definition, Rη(t, s) = β[−
∫ t
s
Rθ(t, s

′)Rη(s′, s)ds′ + δβRθ(t, s)], hence

|Rη(t, s)| ≤ |β|
( ∫ t

s

|Rθ(t, s′)||Rη(s′, s)|ds′ + δ|βRθ(t, s)|
)

≤ |β|
( ∫ t−s

0

ΦRθ
(t− s− s′)|Rη(s+ s′, s)|ds′ + δ|β|ΦRθ

(t− s)
)
.

Recalling the equation for ΦRη
in (27),

ΦRη
(t− s) = |β|

( ∫ t−s

0

ΦRθ
(t− s− s′)ΦRη

(s′)ds′ + δ|β|ΦRθ
(t− s)

)
,

this implies for all t ∈ [s, T ] that |Rη(t, s)| ≤ ΦRη
(t − s), verifying (33). To show uniform continuity on

each pair of maximal intervals I, I ′ defining Sθ, observe first that for any s, s′ ∈ I ′ and τ ≥ 0 for which
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s+ τ, s′ + τ ∈ I,

|Rη(s′ + τ, s′)−Rη(s+ τ, s)|

≤ |β| ·
∣∣∣∣∣

∫ s+τ

s

Rθ(s+ τ, r)Rη(r, s)dr −
∫ s′+τ

s′
Rθ(s

′ + τ, r)Rη(r, s
′)dr

∣∣∣∣∣+ δβ2|Rθ(s′ + τ, s′)−Rθ(s+ τ, s)|

= |β|
∫ τ

0

∣∣∣Rθ(s+ τ, s+ r)Rη(s+ r, s)−Rθ(s
′ + τ, s′ + r)Rη(s

′ + r, s′)
∣∣∣dr + δβ2|Rθ(s′ + τ, s′)−Rθ(s+ τ, s)|

≤ |β|
∫ τ

0

|Rθ(s+ τ, s+ r)| · |Rη(s′ + r, s′)−Rη(s+ r, s)|dr

+ |β|
∫ τ

0

|Rθ(s+ τ, s+ r)−Rθ(s
′ + τ, s′ + r)| · |Rη(s′ + r, s′)|dr + δβ2|Rθ(s′ + τ, s′)−Rθ(s+ τ, s)|.

Denoting by o|s−s′|(1) an error that converges to 0 uniformly in τ as |s− s′| → 0, observe that the last term
above is o|s−s′|(1) by the uniform continuity of Rθ on I ′ × I. For the second term, writing the range of
integration as [0, τ ] = A ∪ B where r ∈ A are the values for which s+ r, s′ + r belong to a single maximal
interval of [0, T ]\D and r ∈ B are the values for which s+ r, s′+ r belong to two different maximal intervals,
the integral over r ∈ A is o|s−s′|(1) again by the continuity of Rθ, while the integral over r ∈ B is also
o|s−s′|(1) by the boundedness of Rθ, Rη and the bound |B| ≤ C|s − s′| for the total length of B. Putting
this together,

|Rη(s′ + τ, s′)−Rη(s+ τ, s)| ≤ C

∫ τ

0

|Rη(s′ + r, s′)−Rη(s+ r, s)|dr + o|s−s′|(1).

Since Rη(s
′, s′) = Rη(s, s), the above and Gronwall’s inequality imply that

|Rη(s′ + τ, s′)−Rη(s+ τ, s)| = o|s−s′|(1) (41)

uniformly in τ . Now for any s ∈ I ′ and τ ′ ≥ τ ≥ 0 for which s+ τ, s+ τ ′ ∈ I,

|Rη(s+ τ ′, s)−Rη(s+ τ, s)| ≤ |β|
∫ s+τ

s

|Rθ(s+ τ ′, r) −Rθ(s+ τ, r)||Rη(r, s)|dr

+

∫ s+τ ′

s+τ

|Rθ(s+ τ ′, r)| · |Rη(r, s)|dr + δ|β||Rθ(s+ τ ′, s)−Rθ(s+ τ, s)|,

so the continuity of Rθ and boundedness of Rθ, Rη again imply that

|Rη(s+ τ ′, s)−Rη(s+ τ, s)| = o|τ−τ ′|(1) (42)

uniformly in s. The statements (41) and (42) show that (s, τ) 7→ Rη(s + τ, s) is uniformly continuous over
{(s, τ) : s ∈ I ′, τ ≥ 0, s+ τ ∈ I}, implying uniform continuity of (s, t) 7→ Rη(t, s) over (s, t) ∈ I ′ × I. Again
if (Cθ, Rθ, α̃) ∈ Scont

θ , then this continuity holds over all of I = [0, T ].

(Condition for α) By definition, the mapping α̃ 7→ α under Tθ→η is the identity, so the required conditions
for α hold by those assumed for α̃.

Lemma 3.6. Tη→θ maps Sη into Scont

θ .

Proof. (Condition for Cθ) To verify (35), denote

vt = −δβ(θt − θ∗) + s(θt, αt) +

∫ t

0

Rη(t, s)(θ
s − θ∗)ds+ ut.

Applying Ito’s formula to (θt)2 yields

dCθ(t, t)

dt
=

dE(θt)2

dt
= E[2θtvt] + 2 ≤ 1.1 · E(θt)2 + E(vt)2 + 2. (43)
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(The bound holds with 1 in place of 1.1, and we enlarge this to 1.1 to accommodate a later discretized
version of this computation.) Using an argument similar to (40), and letting C0 > 0 be the constant defining
(23–27) which upper bounds C > 0 in (8) of Assumption 2.2, we may bound E(vt)2 as

E(vt)2 ≤ 6

[
δ2β2

E(θt)2 + δ2β2τ2∗ + E[s(θt, αt)2] + E

( ∫ t

0

Rη(t, s)θ
sds

)2

+ E

( ∫ t

0

Rη(t, s)θ
∗ds

)2

+ E(ut)2
]

≤ (6δ2β2 + 18C2
0 )E(θ

t)2 + 6

∫ t

0

(t− s+ 1)2Φ2
Rη

(t− s)E(θs)2ds

+ 6
(
δ2β2τ2∗ + 3C2

0 + 3C2
0Φα(t) +

∫ t

0

(t− s+ 1)2Φ2
Rη

(t− s)ds · τ2∗ +ΦCη
(t)

)
. (44)

Applying this to (43) and comparing with the equation for ΦCθ
from (24),

d

dt
ΦCθ

(t) = (6δ2β2 + 18C2
0 + 1.1)ΦCθ

(t) + 6

∫ t

0

(t− s+ 1)2Φ2
Rη

(t− s)ΦCθ
(s)ds (45)

+ 6
(
δ2β2τ2∗ + 3C2

0 + 3C2
0Φα(t) +

∫ t

0

(t− s+ 1)2Φ2
Rη

(t− s)ds · τ2∗ +ΦCη
(t)

)
+ 2,

we see that since Cθ(0, 0) = ΦCθ
(0), we have Cθ(t, t) ≤ ΦCθ

(t).

Next we prove (36) for all 0 ≤ s ≤ t ≤ T . We have θt − θs =
∫ t
s v

r dr +
√
2(bt − bs). Then it holds that

Cθ(t, t)− 2Cθ(t, s) + Cθ(s, s) = E[(θt − θs)2] ≤ 2|t− s|
∫ t

s

E(vr)2dr + 4E(bt − bs)2

≤ 2|t− s|2 sup
r∈[0,T ]

|Φ′
Cθ

(r)| + 4|t− s| ≤
(
2T sup

r∈[0,T ]

Φ′
Cθ

(r) + 4
)
|t− s|,

where the second inequality compares (44) to the definition of Φ′
Cθ

(t) in (45). This verifies (36). As in
the preceding argument for Cη, this condition (36) and Cauchy-Schwarz implies that Cθ(t, s) is uniformly
continuous over all 0 ≤ s ≤ t ≤ T , and also that Cθ(t, ∗) is uniformly continuous over all t ∈ [0, T ].

(Condition for Rθ) Let R̄θ(t, s) = E| ∂θt∂us | so that |Rθ(t, s)| ≤ R̄θ(t, s) by definition. Note that

d

dt

∣∣∣ ∂θ
t

∂us

∣∣∣ ≤
∣∣∣ d
dt

∂θt

∂us

∣∣∣ ≤
(
δ|β|+ |∂θs(θt, αt)|

)∣∣∣ ∂θ
t

∂us

∣∣∣+
∫ t

s

|Rη(t, s′)|
∣∣∣∂θ

s′

∂us

∣∣∣ds′

≤ (δ|β|+ C0)
∣∣∣ ∂θ

t

∂us

∣∣∣+
∫ t

s

ΦRη
(t− s′)

∣∣∣∂θ
s′

∂us

∣∣∣ds′, (46)

where C0 > 0 is the constant defining (23–27) which upper bounds C > 0 in (8) of Assumption 2.2. Taking
expectation on both sides yields

d

dt
R̄θ(t, s) ≤ (δ|β|+ C0)R̄θ(t, s) +

∫ t−s

0

ΦRη
(t− s− s′)R̄θ(s+ s′, s)ds′.

Recall the equation for ΦRθ
in (26),

d

dt
ΦRθ

(t− s) = (δ|β| + C0)ΦRθ
(t− s) +

∫ t−s

0

ΦRη
(t− s− s′)ΦRθ

(s′)ds′.

Since R̄θ(s, s) = 1 = ΦRθ
(0), this implies for all t ∈ [s, T ] that |Rθ(t, s)| ≤ R̄θ(t, s) ≤ ΦRθ

(t − s), verifying
(37) for all 0 ≤ s ≤ t ≤ T .

To show (38) for all 0 ≤ s ≤ t ≤ t′ ≤ T , observe that we have

|Rθ(t′, s)−Rθ(t, s)| =
∣∣∣∣
∫ t′

t

E

[
−
(
δβ − ∂θs(θ

r, αr)
) ∂θr

∂us

]
dr +

∫ t′

t

(∫ r

s

Rη(r, r
′)Rθ(r

′, s)dr′
)
dr

∣∣∣∣

≤
∫ t′

t

(
(δ|β|+ C0)R̄θ(r, s)dr +

∫ r

s

ΦRη
(r − r′)R̄θ(r

′, s)dr′
)
dr ≤ |t′ − t| · sup

r∈[0,T ]

Φ′
Rθ

(r),
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verifying (38). In particular, this shows continuity of τ 7→ Rθ(s + τ, s) uniformly over s ∈ [0, T ] and
τ ∈ [0, T − s]. For continuity in s, observe that

d

dτ

∣∣∣∂θ
s+τ

∂us
− ∂θs

′+τ

∂us′

∣∣∣

≤ (δ|β|+ C0)
∣∣∣∂θ

s+τ

∂us
− ∂θs

′+τ

∂us′

∣∣∣+
∫ τ

0

∣∣∣Rη(s+ τ, s+ r)
∂θs+r

∂us
−Rη(s

′ + τ, s′ + r)
∂θs

′+τ

∂us′

∣∣∣dr.

We may again divide the range of integration of the second term as [0, τ ] = A∪B where s+ r, s′ + r belong
to the same maximal interval defining Sη for r ∈ A, and to two different maximal intervals for r ∈ B. Then
taking expectations on both sides above and applying boundedness of R̄θ, Rη, continuity of Rη to bound the
integral over r ∈ A, and |B| ≤ C|s− s′| to bound the integral over r ∈ B, this shows

d

dτ
E

∣∣∣∂θ
s+τ

∂us
− ∂θs

′+τ

∂us′

∣∣∣ ≤ C

(
E

∣∣∣∂θ
s+τ

∂us
− ∂θs

′+τ

∂us′

∣∣∣ +
∫ τ

0

E

∣∣∣∂θ
s+r

∂us
− ∂θs

′+τ

∂us′

∣∣∣dr
)
+ o|s−s′|(1)

where o|s−s′|(1) converges to 0 uniformly in τ as |s− s′| → 0. Then, since E| ∂θs∂us − ∂θs
′

∂us′ | = 0, a Gronwall ar-

gument implies E
∣∣∣∂θs+τ

∂us − ∂θs
′+τ

∂us′

∣∣∣ = o|s−s′|(1), so also s 7→ Rθ(s+ τ, s) is continuous uniformly over s ∈ [0, T ]

and τ ∈ [0, T − s]. Thus (s, t) 7→ Rθ(t, s) is uniformly continuous over all 0 ≤ s ≤ t ≤ T .

(Condition for α̃) By definition, we have

d

dt
α̃t = G(α̃t,P(θt))

with α̃0 = α0. The condition (9) and boundedness of Cθ shown above imply that α 7→ G(α,P(θt)) is Lipschitz
uniformly over t ∈ [0, T ], so there exists a unique solution {α̃t}t∈[0,T ] of this equation, which is uniformly
continuous on [0, T ]. Letting C0 > 0 be the constant defining (23–27) which upper bounds (9) of Assumption
2.3, and applying the above bound E(θt)2 = Cθ(t, t) ≤ ΦCθ

(t), this solution satisfies

d

dt
‖α̃t‖2 ≤ 2‖α̃t‖ · ‖G(α̃t,P(θt))‖ ≤ 2C0(1 +

√
ΦCθ

(t) + ‖α̃t‖)‖α̃t‖ ≤ 4.1C0(1 + ΦCθ
(t)) + 3C0‖α̃t‖2

(where we again relax a constant 4 to 4.1). Recalling the equation for Φα in (23),

d

dt
Φα(t) = 4.1C0(1 + ΦCθ

(t)) + 3C0Φα(t),

since C0 > 0 and ‖α̃0‖2 = Φα(0), this shows ‖α̃t‖2 ≤ Φα(t).

Next we equip the spaces Sη and Sθ with metrics. Fixing a large constant λ > 0, define

d(α1, α2) = sup
t∈[0,T ]

e−λt‖αt1 − αt2‖

d(C1
θ , C

2
θ ) = inf

(w∗
1 ,{wt

1})∼C1
θ
,(w∗

2 ,{wt
2})∼C2

θ

[√
E(w∗

1 − w∗
2)

2 + sup
t∈[0,T ]

e−λt
√
E(wt1 − wt2)

2
]

d(C1
η , C

2
η) = inf

{ut
1}∼C1

η,{ut
2}∼C2

η

sup
t∈[0,T ]

e−λt
√
E(ut1 − ut2)

2

d(R1
θ, R

2
θ) = sup

0≤s≤t≤T
e−λt

∣∣R1
θ(t, s)−R2

θ(t, s)
∣∣

d(R1
η, R

2
η) = sup

0≤s≤t≤T
e−λt

∣∣R1
η(t, s)−R2

η(t, s)
∣∣.

(47)

In the definitions of d(C1
θ , C

2
θ ) and d(C1

η , C
2
η) above, the infima are taken over all couplings of mean-zero

Gaussian processes with covariances (C1
θ , C

2
θ ) and (C1

η , C
2
η). Writing X i = (Riη, C

i
η, αi) ∈ Sη and Y i =

(Riθ, C
i
θ, α̃i) ∈ Sθ for i = 1, 2, let

d(X1, X2) = d(R1
η, R

2
η) + d(C1

η , C
2
η) + d(α1, α2), (48)

d(Y 1, Y 2) = d(R1
θ, R

2
θ) + d(C1

θ , C
2
θ ) + d(α̃1, α̃2). (49)
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Lemma 3.7 (Modulus of Tη→θ). Let X i = (Riη, C
i
η, αi) ∈ Sη and Y i = Tη→θ(X

i) = (Riθ, C
i
θ, α̃i) ∈ Sθ for

i = 1, 2. Then for any ε > 0, there exists a constant λ = λ(ε) > 0 sufficiently large defining the metrics (47)
such that

d(Y 1, Y 2) ≤ ε · d(X1, X2).

Proof. We write C,C′ > 0 for constants that may depend on T , but not on λ, and changing from instance
to instance.

Bound of d(C1
θ , C

2
θ ). Let {ut1}t∈[0,T ] and {ut2}t∈[0,T ] be an optimal coupling in the definition of d(C1

η , C
2
η ),

i.e.,

sup
t∈[0,T ]

e−λt
√
E[(ut1 − ut2)

2] = d(C1
η , C

2
η ). (50)

Let {θti} be the solution to (12) driven by {uti, αti, Riη} for i = 1, 2, with a common Brownian motion {bt}
and initialization θ0, i.e.

θti = θ0 +

∫ t

0

(
−δβ(θsi − θ∗) + s(θsi , α

s
i ) +

∫ s

0

Riη(s, s
′)(θs

′

i − θ∗)ds′ + usi

)
ds+

√
2bt. (51)

By definition, we have E[θt1θ
s
1] = E[θt2θ

s
2] = Cθ(t, s). Moreover,

E(θt1 − θt2)
2 ≤ 5[(I) + (II) + (III) + (IV ) + (V )]

where we set

(I) = E

( ∫ t

0

δβ|θs1 − θs2|ds
)2

(II) = E

( ∫ t

0

|s(θs1, αs1)− s(θs2, α
s
2)|ds

)2

(III) = E

( ∫ t

0

|θs′1 − θs
′

2 |
(∫ t

s′
|R1
η(s, s

′)|ds
)
ds′

)2

(IV ) = E

( ∫ t

0

|θs′2 − θ∗|
( ∫ t

s′
|R1
η(s, s

′)−R2
η(s, s

′)|ds
)
ds′

)2

(V ) = E

( ∫ t

0

|us1 − us2|ds
)2

.

Term (I) satisfies

(I) ≤ C

∫ t

0

E(θs1 − θs2)
2ds = C

∫ t

0

e2λse−2λs
E(θs1 − θs2)

2ds

≤ C sup
t∈[0,T ]

e−2λt
E(θt1 − θt2)

2

∫ t

0

e2λsds ≤ C′

λ
e2λt sup

t∈[0,T ]

e−2λt
E(θt1 − θt2)

2.

To bound (II), applying the Lipschitz properties of s(·) in Assumption 2.2 and a similar argument,

(II) ≤ C

∫ t

0

(
E(θs1 − θs2)

2 + ‖αs1 − αs2‖2
)
ds ≤ C′

λ
e2λt sup

t∈[0,T ]

e−2λt
(
E(θt1 − θt2)

2 + ‖αt1 − αt2‖2
)

≤ C′

λ
e2λt

(
sup
t∈[0,T ]

e−2λt
E(θt1 − θt2)

2 + d(α1, α2)
2
)
.

For (III), using the condition |R1
η(t, s)| ≤ ΦRη

(t− s) ≤ C, we have

(III) ≤ C

∫ t

0

E(θs1 − θs2)
2ds ≤ C′

λ
e2λt sup

t∈[0,T ]

e−2λt
E(θt1 − θt2)

2.
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For (IV ), using E(θs2 − θ∗)2 ≤ 2Cθ(s, s) + 2τ2∗ ≤ 2ΦCθ
(s) + 2τ2∗ ≤ C, we have

(IV ) ≤ C

∫ t

0

∫ t

s′

(
R1
η(s, s

′)−R2
η(s, s

′)
)2
ds ds′ ≤ C

∫ t

0

∫ t

s′
e2λsds ds′ · sup

0≤s≤t≤T
e−2λt

(
R1
η(t, s)−R2

η(t, s)
)2

≤ C′

λ
e2λtd(R1

η, R
2
η)

2.

Lastly for (V ), using (50), we have

(V ) ≤ C

∫ t

0

E(us1 − us2)
2ds ≤ C′

λ
e2λt · d(C1

η , C
2
η)

2.

Combining these bounds, for a constant C > 0 independent of λ,

sup
t∈[0,T ]

e−2λt
E(θt1 − θt2)

2 ≤ C

λ

(
sup
t∈[0,T ]

e−2λt
E(θt1 − θt2)

2 + d(X1, X2)2
)
.

Thus for any ε > 0, choosing λ = λ(ε) large enough and rearranging gives

sup
t∈[0,T ]

e−2λt
E(θt1 − θt2)

2 ≤ ε2d(X1, X2)2.

Finally, let (w∗, {wt1}, {wt2}) be a centered Gaussian process with second moments matching (θ∗, {θt1}, {θt2}).
Then (w∗, {wt1}) and (w∗, {wt2}) realizes a coupling defining the metric d(C1

θ , C
2
θ ) in (47), so

d(C1
θ , C

2
θ ) ≤ sup

t∈[0,T ]

e−λt
√
E(wt1 − wt2)

2 = sup
t∈[0,T ]

e−λt
√
E(θt1 − θt2)

2 ≤ ε · d(X1, X2). (52)

Bound of d(R1
θ, R

2
θ). Defining the processes

∂θti
∂us for i = 1, 2 from the above coupling of {θt1} and {θt2}, by

definition we have

∂θti
∂us

= 1−
∫ t

s

(
δβ − ∂θs(θ

s′

i , α
s′

i )
)∂θs′i
∂us

ds′ +

∫ t

s

( ∫ s′

s

Riη(s
′, s′′)

∂θs
′′

i

∂us
ds′′

)
ds′,

Then

E

∣∣∣ ∂θ
t
1

∂us
− ∂θt2

∂us

∣∣∣ ≤ 4[(I) + (II) + (III) + (IV )]

where

(I) =

∫ t

s

E

[∣∣∣∂θs(θs
′

1 , αs
′

1 )− ∂θs(θ
s′

2 , αs
′

2 )
∣∣∣
∣∣∣∂θ

s′

1

∂us

∣∣∣
]
ds′,

(II) =

∫ t

s

E

[(
δ|β|+ |∂θs(θs

′

2 , αs
′

2 )|
)∣∣∣∂θ

s′

1

∂us
− ∂θs

′

2

∂us

∣∣∣
]
ds′,

(III) =

∫ t

s

∫ s′

s

E

[∣∣∣R1
η(s

′, s′′)−R2
η(s

′, s′′)
∣∣∣
∣∣∣∂θ

s′′

1

∂us

∣∣∣
]
ds′′ds′,

(IV ) =

∫ t

s

∫ s′

s

E

[
|R2
η(s

′, s′′)|
∣∣∣∂θ

s′′

1

∂us
− ∂θs

′′

2

∂us

∣∣∣
]
ds′′ds′.

For (I), note that (46) implies |∂θ
s′

1

∂us | ≤ C for a constant C > 0 with probability 1. Then, using the
Lipschitz continuity of ∂θs(·) in Assumption 2.2, we have

(I) ≤ C

∫ t

s

(
E
∣∣θs′1 − θs

′

2

∣∣+ ‖αs′1 − αs
′

2 ‖
)
ds′ ≤ C

∫ t

s

eλs
′

ds′ sup
s′∈[0,T ]

e−λs
′
(
E
∣∣θs′1 − θs

′

2

∣∣+ ‖αs′1 − αs
′

2 ‖
)

≤ C′

λ
eλt sup

s′∈[0,T ]

e−λs
′
(√

E
(
θs

′

1 − θs
′

2

)2
+ ‖αs′1 − αs

′

2 ‖
)

≤ C′

λ
eλt

(
ε · d(X1, X2) + d(α1, α2)

)
,
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the last step using (52) already shown. For (II), applying the boundedness of ∂θs(·) in Assumption 2.2, we
have

(II) ≤ C

∫ t

s

eλs
′

e−λs
′

E

[∣∣∣∂θ
s′

1

∂us
− ∂θs

′

2

∂us

∣∣∣
]
ds′ ≤ C′

λ
eλt · sup

0≤s≤t≤T
e−λtE

∣∣∣ ∂θ
t
1

∂us
− ∂θt2

∂us

∣∣∣.

For (III), applying again (46) to bound |∂θ
s′

1

∂us | ≤ C,

(III) ≤ C

λ
eλt · d(R1

η, R
2
η).

For (IV ), applying |R2
η(t, s)| ≤ ΦRη

(t− s) ≤ C,

(IV ) ≤ C

λ
eλt sup

0≤s≤t≤T
e−λtE

∣∣∣ ∂θ
t
1

∂us
− ∂θt2

∂us

∣∣∣.

Combining these bounds,

sup
0≤s≤t≤T

e−λtE
∣∣∣ ∂θ

t
1

∂us
− ∂θt2

∂us

∣∣∣ ≤ C

λ

(
sup

0≤s≤t≤T
e−λtE

∣∣∣ ∂θ
t
1

∂us
− ∂θt2

∂us

∣∣∣+ d(X1, X2)
)
,

so rearranging and choosing λ = λ(ε) large enough gives

d(R1
θ , R

2
θ) ≤ sup

0≤s≤t≤T
e−λtE

∣∣∣ ∂θ
t
1

∂us
− ∂θt2

∂us

∣∣∣ ≤ ε · d(X1, X2). (53)

Bound of d(α̃1, α̃2). By definition,

α̃ti = α0 +

∫ t

0

G(α̃si ,P(θsi ))ds

for i = 1, 2. Letting {θt1} and {θt2} be coupled as above and applying Assumption 2.3,

‖α̃t1 − α̃t2‖ ≤ C

∫ t

0

(
‖α̃s1 − α̃s2‖+W2(P(θ

s
1),P(θ

s
2))

)
ds ≤ C

∫ t

0

(
‖α̃s1 − α̃s2‖+

√
E(θs1 − θs2)

2
)
ds.

Then

‖α̃t1 − α̃t2‖ ≤ C

∫ t

0

eλsds sup
s∈[0,T ]

e−λs
(
‖α̃s1 − α̃s2‖+

√
E(θs1 − θs2)

2
)
≤ C′

λ
eλt

(
d(α̃1, α̃2) + ε · d(X1, X2)

)
.

Choosing λ = λ(ε) large enough and rearranging shows

d(α̃1, α̃2) = sup
t∈[0,T ]

e−λt‖α̃t1 − α̃t2‖ ≤ ε · d(X1, X2). (54)

The lemma follows from (52), (53), and (54).

Lemma 3.8 (Modulus of Tθ→η). Let Y i = (Riθ, C
i
θ, α̃i) ∈ Sθ and X i = Tθ→η(Y

i) = (Ciη, R
i
η, αi) ∈ Sη for

i = 1, 2. Then there exists a constant C > 0 such that for any sufficiently large λ > 0 defining the metrics
(47),

d(X1, X2) ≤ C · d(Y 1, Y 2).

Proof. The proof is similar to that of Lemma 3.7 so we will omit some details. Again let C,C′, C′′ > 0
denote constants depending on T but not on λ.
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Bound of d(C1
η , C

2
η ). Let (w∗

1 , {wt1}) and (w∗
2 , {wt2}) be an optimal coupling for which

√
E[(w∗

1 − w∗
2)

2] + sup
t∈[0,T ]

e−λt
√
E[(wt1 − wt2)

2] = d(C1
θ , C

2
θ ).

For i = 1, 2, let

ηti = −β

∫ t

0

Riθ(t, s)
(
ηsi + w∗

i − ε
)
ds− wti

be the corresponding coupled solutions to (14). We write ξti = ηti + w∗
i − ε, so that

ξti = −β

∫ t

0

Riθ(t, s)ξ
s
i ds− wti + w∗

i − ε

and Ciη(t, s) = δβ2
E[ξtiξ

s
i ]. Then

E(ξt1 − ξt2)
2 ≤ C

[ ∫ t

0

(R1
θ(t, s)−R2

θ(t, s))
2
E(ξs1)

2ds+

∫ t

0

R2
θ(t, s)

2
E(ξs1 − ξs2)

2ds+ E(wt1 − w∗
1 − wt2 + w∗

2)
2
]

≤ C′
[ ∫ t

0

e2λs · e−2λs
(
(R1

θ(t, s)−R2
θ(t, s))

2 + E(ξs1 − ξs2)
2
)
ds+ E(wt1 − w∗

1 − wt2 + w∗
2)

2
]

≤ C′′

λ
e2λt

(
sup

s∈[0,T ]

e−2λs
E(ξs1 − ξs2)

2 + d(R1
θ, R

2
θ)

2
)
+ C′′e2λtd(C1

θ , C
2
θ )

2.

Choosing λ > 2C′′ and rearranging yields, for a constant C > 0,

sup
t∈[0,T ]

e−2λt
E(ξt1 − ξt2)

2 ≤ C · d(Y 1, Y 2)2.

Then letting ({ut1}, {ut2}) be a centered Gaussian process with second moments E[ut1u
s
2] = δβ2

E[ξt1ξ
s
2 ], this

realizes a coupling defining d(C1
η , C

2
η ), so

d(C1
η , C

2
η) ≤ sup

t∈[0,T ]

e−λt
√
E[(ut1 − ut2)

2] =
√
δβ2 · sup

t∈[0,T ]

e−λt
√
E(ξt1 − ξt2)

2 ≤ C′ · d(Y 1, Y 2).

Bound of d(R1
η, R

2
η). Defining the (deterministic) process

∂ηti
∂ws driven by Riθ for i = 1, 2, we have

Riη(t, s) = −β

∫ t

s

Riθ(t, s
′)Riη(s

′, s)ds′ + δβ2Riθ(t, s),

hence

|R1
η(t, s)−R2

η(t, s)| ≤ |β|
∫ t

s

|R1
θ(t, s

′)−R2
θ(t, s

′)||R1
η(s

′, s)|ds′ + |β|
∫ t

s

|R2
θ(t, s

′)||R1
η(s

′, s)−R2
η(s

′, s)|ds′

+ δβ2|R1
θ(t, s)−R2

θ(t, s)|

≤ C

∫ t

s

eλs
′

e−λs
′ |R1

η(s
′, s)−R2

η(s
′, s)|ds′ + Ceλtd(R1

θ, R
2
θ)

≤ C′

λ
eλt

(
sup

0≤s≤t≤T
e−λt|R1

η(t, s)−R2
η(t, s)|

)
+ Ceλtd(R1

θ , R
2
θ).

Choosing λ > 2C′ and rearranging yields

d(R1
η, R

2
η) = sup

0≤s≤t≤T
e−λt|R1

η(t, s)−R2
η(t, s)| ≤ C · d(R1

θ, R
2
θ) ≤ C · d(Y 1, Y 2).

We note that αi = α̃i for i = 1, 2 by definition, so also d(α1, α2) = d(α̃1, α̃2) ≤ d(Y 1, Y 2). Combining
these bounds shows the lemma.

22



Proof of Theorem 2.4(b). Combining Lemmas 3.7 and 3.8, for sufficiently large λ > 0, the composition map
Tη→η is a contraction on Scont

η with respect to the metric d(X1, X2) and similarly Tθ→θ is a contraction on

Scont
θ . We note that for any sequence {Ckθ } of correlation functions in Scont, as k → ∞,

d(Ckθ , Cθ) → 0 implies sup
s,t∈[0,T ]

|Ckθ (s, t)− Cθ(s, t)| → 0

by definition of the metric and Cauchy-Schwarz, while

sup
s,t∈[0,T ]

|Ckθ (s, t)− Cθ(s, t)| → 0 implies d(Ckθ , Cθ) → 0

by e.g. the construction of a coupling in [52, Lemma D.1]. The same holds for Cη, so each metric in (47)
induces a topology equivalent to that of uniform convergence over continuous functions on the appropriate
space [0, T ], {s, t : 0 ≤ s ≤ t ≤ T }, or {∗} ∪ {s, t : 0 ≤ s ≤ t ≤ T }. Furthermore, each condition defining
Scont
η ,Scont

θ is closed with respect to this topology. Thus d(X1
η , X

2
η) and d(Y 1

θ , Y
2
θ ) are complete metrics

on Scont
η ,Scont

θ , so the Banach fixed-point theorem guarantees Tη→η and Tθ→θ have unique fixed points
X = (Rη, Cη, α) ∈ Scont

η and Y = (Rθ, Cθ, α) ∈ Scont
θ , for which also Tη→θ(X) = Y . These fixed points

remain unique in Sη and Sθ, because Lemmas 3.5 and 3.6 imply that the images of Tη→η, Tθ→θ on Sη,Sθ are
contained in Scont

η ,Scont
θ . Then the tuple (α,Cθ , Cη, Rθ, Rη) ∈ Scont is the unique fixed point in S solving

the dynamical fixed point equations (17–18).

4 The dynamical mean-field approximation

In this section we prove Theorem 2.5. We assume throughout Assumptions 2.1, 2.2, and 2.3. The proof
consists of three steps:

• (Step 1) We prove in Section 4.1 a discrete DMFT limit for a discretized version of the dynamics.

• (Step 2) We show in Section 4.2 that, as the discretization step size goes to zero, the discrete DMFT
equations converge in an appropriate sense to (12–18).

• (Step 3) We show in Section 4.3 that, as the discretization step size goes to zero, the discretized
dynamics converges in an appropriate sense to (4–5).

This argument follows closely the approach of [42], although we will use in Steps 2 and 3 a different and
somewhat simpler piecewise-constant embedding of the discretized DMFT process and discretized Langevin
dynamics into continuous time.

4.1 Step 1: DMFT approximation of discrete dynamics

Fix a step size γ > 0. We first define a discretized version of the process (4–5), which we denote by {θtγ}
and {α̂tγ} for t ∈ Z+ = {0, 1, 2, . . .}:

θt+1
γ = θtγ + γ

(
−βX⊤(Xθtγ − y) + s(θtγ , α̂

t
γ)
)
+
√
2(bt+1

γ − btγ) (55)

α̂t+1
γ = α̂tγ + γ · G

(
α̂tγ ,

1

d

d∑

j=1

δθtγ,j

)
(56)

with initialization (θ0
γ , α̂

0
γ) = (θ0, α̂0), where {btγ} is a discrete Gaussian process with b0

γ = 0 and in-
dependent increments bt+1

γ − btγ ∼ N (0, γI). Here and throughout the sequel, we write as shorthand

s(θ, α̂) = (s(θj , α̂))
d
j=1. We set

ηtγ = Xθtγ , η∗ = Xθ∗.

We correspondingly define a discretized version of the DMFT system (12–18): Given discrete-time cor-
relation and response matrices {Cγη (s, r)}r≤s≤t, {Rγη(s, r)}r<s≤t and a deterministic process {αsγ}s≤t up to
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time t, define (in the probability space of (θ∗, θ0) ∼ P(θ∗, θ0))

θt+1
γ = θtγ + γ

(
−δβ(θtγ − θ∗) + s(θtγ , α

t
γ) +

t−1∑

s=0

Rγη(t, s)(θ
s
γ − θ∗) + utγ

)
+
√
2(bt+1

γ − btγ)

with θγ0 = θ0, (57)

∂θt+1
γ

∂usγ
=

{
γ for s = t,
∂θtγ
∂us

γ
+ γ

[(
−δβ + ∂θs(θ

t
γ , α

t
γ)
)
∂θtγ
∂us

γ
+
∑t−1

r=s+1 R
γ
η(t, r)

∂θrγ
∂us

γ

]
for s < t.

(58)

Here, {usγ}0≤s≤t and {bsγ}0≤s≤t are mean-zero Gaussian vectors independent of each other and of (θ∗, θ0),
where {usγ}0≤s≤t has covariance

E[usγu
r
γ ] = Cγη (s, r), (59)

and {bsγ}0≤s≤t has independent increments bs+1
γ − bsγ ∼ N (0, γ) with b0γ = 0. We note that

∂θt+1
γ

∂us
γ

is the usual

partial derivative of θt+1
γ in usγ , whose form (58) is derived from (57) via the chain rule. These processes

then define {Cγθ (s, r)}r≤s≤t+1, {Cγθ (s, ∗)}s≤t+1, {Rγθ (s, r)}r<s≤t+1, and {αsγ}s≤t+1 up to time t+ 1 via

Cγθ (s, r) = E[θsγθ
r
γ ], Cγθ (s, ∗) = E[θsγθ

∗], Cγθ (∗, ∗) = E[(θ∗)2],

Rγθ (s, r) = E

[ ∂θsγ
∂urγ

]
, αt+1

γ = αtγ + γ · G(αtγ ,P(θtγ))
(60)

where P(θtγ) is the law of θtγ .
Conversely, given {Cγθ (s, r)}r≤s≤t, {C

γ
θ (s, ∗)}s≤t, and {Rγθ (s, r)}r<s≤t up to time t, define (in the prob-

ability space of ε ∼ P(ε))

ηtγ = −β

t−1∑

s=0

Rγθ (t, s)(η
s
γ + w∗

γ − ε)− wtγ , (61)

∂ηtγ
∂wsγ

= β
[
−

t−1∑

r=s+1

Rγθ (t, r)
∂ηrγ
∂wsγ

+Rγθ (t, s)
]

for s < t. (62)

Here, (w∗
γ , {wsγ}0≤s≤t) is a mean-zero Gaussian vector with covariance

E[wsγw
r
γ ] = Cγθ (s, r), E[wsγw

∗
γ ] = Cγθ (s, ∗), E[(w∗

γ)
2] = Cγθ (∗, ∗), (63)

and again
∂ηtγ
∂ws

γ
is the usual partial derivative computed from the chain rule. These define {Cγη (s, r)}r≤s≤t,

{Rγη(s, r)}r<s≤t up to time t via

Cγη (s, r) = δβ2
E[(ηsγ + w∗

γ − ε)(ηrγ + w∗
γ − ε)], Rγη(s, r) = δβ

( ∂ηsγ
∂wrγ

)
, (64)

where we note that
∂ηsγ
∂wr

γ
is deterministic. These definitions should be understood in the iterative sense

{θsγ}s≤t, {usγ}s<t, {
∂θsγ
∂ur

γ
}r<s≤t ⇒ {Cγθ (s, r), C

γ
θ (s, ∗)}r≤s≤t, {R

γ
θ (s, r)}r<s≤t, {αs}s≤t ⇒

w∗
γ , {ηsγ , wsγ}s≤t, {

∂ηsγ
∂wr

γ
}r<s≤t ⇒ {Cγη (s, r)}r≤s≤t, {Rγη(s, r)}r<s≤t ⇒

{θsγ}s≤t+1, {usγ}s<t+1, {∂θ
s
γ

∂θrγ
}r<s≤t+1 ⇒ . . .

(65)

with initialization θ0γ = θ0.
The goal of this section is to show the following discrete analogue of Theorem 2.5.
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Lemma 4.1. For any fixed integer T ≥ 0, almost surely as n, d → ∞,

1

d

d∑

j=1

δ(
θ∗j ,θ

0
γ,j ,...,θ

T
γ,j

) W2→ P
(
θ∗, θ0γ , . . . , θ

T
γ

)
(66)

1

n

n∑

i=1

δ(
η∗i ,εi,η

0
γ,i,...,η

0
γ,i

) W2→ P
(
−w∗

γ , ε, η
0
γ , . . . , η

T
γ

)
(67)

(α̂0
γ , . . . , α̂

T
γ ) → (α0

γ , . . . , α
T
γ ). (68)

For convenience of the proof, we define also an auxiliary response function

Rγη(t, ∗) = δβ
( ∂ηtγ
∂w∗

γ

)
where

∂ηtγ
∂w∗

γ

= −β
t−1∑

s=0

Rγθ (t, s)
( ∂ηsγ
∂w∗

γ

+ 1
)
, (69)

initialized from
∂η0γ
∂w∗

γ
= 0. Here

∂ηtγ
∂w∗

γ
is the usual partial derivative of ηtγ with respect to w∗

γ , which is also

deterministic. We have the following basic fact relating the response functions (62) and (69).

Lemma 4.2. For any t ≥ 1, we have
∂ηtγ
∂w∗

γ
= −∑t−1

s=0

∂ηtγ
∂ws

γ
, and consequently Rγη(t, ∗) = −∑t−1

s=0 R
γ
η (t, s).

Proof. Let us shorthand rη(t, s) =
∂ηtγ
∂ws

γ
for s < t and rη(t, ∗) =

∂ηtγ
∂w∗

γ
. We prove rη(t, ∗) = −∑t−1

s=0 rη(t, s)

by induction, with the base case t = 1 verified by the initial conditions rη(1, ∗) = −γβ and rη(1, 0) = γβ.
Suppose the claim holds for some t, then

rη(t+ 1, ∗) = −β
t∑

s=0

Rγθ (t+ 1, s)(rη(s, ∗) + 1)

= −β
t∑

s=0

Rγθ (t+ 1, s)
(
−
s−1∑

r=0

rη(s, r) + 1
)

= β
[ t−1∑

r=0

t∑

s=r+1

Rγθ (t+ 1, s)rη(s, r)−
t∑

r=0

Rγθ (t+ 1, r)
]

= β

t−1∑

r=0

( t∑

s=r+1

Rγθ (t+ 1, s)rη(s, r) −Rγθ (t+ 1, r)
)
− βRγθ (t+ 1, t)

= −
t−1∑

r=0

rη(t+ 1, r)− rη(t+ 1, t) = −
t∑

r=0

rη(t+ 1, r),

as desired.

Proof of Lemma 4.1. Step 1: Convergence of auxiliary dynamics. Consider the following non-adaptive
auxiliary dynamics

θ̃t+1
γ = θ̃tγ − γ

(
βX⊤(Xθ̃tγ −Xθ∗ − ε)− s(θ̃tγ , α

t
γ)

)
+
√
2(bt+1

γ − btγ). (70)

This differs from {θtγ} in that we replace {α̂tγ} by the deterministic process {αtγ} of the discrete DMFT

system. Let η̃tγ = Xθ̃tγ . We will first show

1

d

d∑

j=1

δ(
θ∗j ,θ̃

0
γ,j,...,θ̃

T
γ,j

) W2→ P
(
θ∗, θ0γ , . . . , θ

T
γ

)
,

1

n

n∑

i=1

δ(
η∗i ,εi,η̃

0
γ,i,...,η̃

T
γ,i

) W2→ P
(
−w∗

γ , ε, η
0
γ , . . . , η

T
γ

)
. (71)

The proof is based on a reduction to an AMP algorithm: Let ε ∈ R
n be as in the above dynamics, define

V = (θ∗, θ0,b1 − b0, . . . ,bT − bT−1) ∈ R
d×(T+2)
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and let
ε ∼ P(ε), V = (θ∗, θ0, ρ1, . . . , ρT ) ∼ P(θ∗, θ0)⊗N (0, γIT ).

Assumption 2.1 ensures that |ε| and ‖v‖2 have finite moment generating functions in a neighborhood of 0,
and for each fixed p ≥ 1, almost surely as n, d → ∞,

1

n

n∑

i=1

δεi
Wp→ ε,

1

d

d∑

j=1

δVj

Wp→ V (72)

where Vj is the jth row of V. Fixing some k ≥ 1, consider the AMP iterations

Wi = Xgi(U
1, . . . ,Ui;V)−

i−1∑

j=0

fj(W
0, . . . ,Wj ; ε)ζij ∈ R

n×k,

Ui+1 = X⊤fi(W
0, . . . ,Wi; ε)−

i∑

j=0

gj(U
1, . . . ,Uj ;V)ξij ∈ R

d×k,

(73)

initialized at W0 = Xg0(V), where the nonlinearities

fi =
(
fi,1, . . . , fi,k

)
: Rk(i+1) × R → R

k, gi =
(
gi,1, . . . , gi,k

)
: Rki × R

T+2 → R
k

are Lipschitz-continuous and applied row-wise, the Onsager coefficients are recursively defined as

ξij =

(
δ E

[
dW jfi(W

0, . . . ,W i; ε)
])⊤

∈ R
k×k, 0 ≤ j ≤ i,

ζij =

(
E

[
dUj+1gi(U

1, . . . , U i;V )
])⊤

∈ R
k×k, 0 ≤ j ≤ i− 1,

and {W j}j≥0 and {U j}j≥1 are mean-zero Gaussian processes in R
k independent of ε, V with covariance

structure

E[W iW j⊤] = E

[
gi(U

1, . . . , U i;V )gj(U
1, . . . , U j ;V )⊤

]
∈ R

k×k, i, j ≥ 0,

E[U i+1U j+1⊤] = E

[
δfi(W

0, . . . ,W i; ε)fj(W
0, . . . ,W j ; ε)⊤

]
∈ R

k×k, i, j ≥ 0. (74)

This is a standard form of an AMP algorithm, see e.g. [45,60]. The iterations for (W0, . . . ,WT−1) ∈ R
n×kT

and (U1, . . . ,UT ) ∈ R
d×kT admit a mapping to the form of [60, Eqs. (2.14) and (D.1–D.2)] with kT vector

iterates. Then by the AMP state evolution (c.f. [60, Theorem 2.21 and Remark 2.2]), under the conditions
of Assumption 2.1, almost surely as n, d → ∞,

1

d

d∑

j=1

δU1
j ,...,U

m
j ,Vj

W2→ P(U1, . . . , Um, V ),

1

n

n∑

i=1

δW 0
i ,...,W

m
i ,εi

W2→ P(W 0, . . . ,Wm, ε).

(75)

We will now use the above state evolution to prove the desired conclusion (71). In the AMP algorithm
(73), let k = 2. We show the existence of Lipschitz nonlinearities gi = (gi,1, gi,2) : R2i × R

T+2 → R
2 and

fi = (fi,1, fi,2) : R
2(i+1) × R → R

2 such that

(θ̃jγ , θ
∗) = gj(U

1, . . . ,Uj ;V), (76)
(
−(β/δ)(Xθ̃jγ −Xθ∗ − ε), 0

)
= fj(W

0, . . . ,Wj ; ε). (77)
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The base case is g0(V) = (θ0, θ∗) and f0(W
0; ε) = (−(β/δ)(W0

1 −W0
2 − ε), 0) where W0 = (W0

1,W
0
2) =

(Xθ0,Xθ∗). Supposing inductively that (76–77) hold for some Lipschitz functions g0, f0, . . . , gj, fj , we note

that this implies (ξjℓ)12 = (ξjℓ)22 = 0 for all ℓ ≤ j. Then writing Uj = (Uj
1,U

j
2) ∈ R

d×2, we have

U
j+1
1 = X⊤fj,1(W

0, . . . ,Wj ; ε)−
j∑

ℓ=0

(
gℓ,1(U

1, . . . ,Uℓ;V)(ξjℓ)11 + gℓ,2(U
1, . . . ,Uℓ;V)(ξjℓ)21

)

= −β

δ
X⊤(Xθ̃jγ −Xθ∗ − ε)−

j∑

ℓ=0

gℓ,1(U
1, . . . ,Uℓ;V)(ξjℓ)11 −

j∑

ℓ=0

(ξjℓ)21 · θ∗.

So

θ̃j+1
γ = θ̃jγ − γ

(
βX⊤(Xθ̃jγ −Xθ∗ − ε)− s(θ̃jγ , α

j
γ)

)
+

√
2(bj+1 − bj)

= θ̃jγ + γδ
(
U
j+1
1 +

j∑

ℓ=0

gℓ,1(U
1, . . . ,Uℓ;V)(ξjℓ)11 +

j∑

ℓ=0

(ξjℓ)21 · θ∗
)
+ γs(θ̃tγ , α

j
γ) +

√
2(bj+1 − bj),

and to satisfy (76) we may define gj+1(·) as gj+1,2(U
1, . . . , U j+1;V ) = θ∗ and

gj+1,1(U
1, . . . , U j+1;V ) = gj,1(U

1, . . . , U j ;V ) + γδ
(
U j+1
1 +

j∑

ℓ=0

gℓ,1(U
1, . . . , U ℓ;V )(ξjℓ)11 +

j∑

ℓ=0

(ξjℓ)21 · θ∗
)

+ γs
(
gj,1(U

1, . . . , U j;V ), αjγ
)
+
√
2ρj , (78)

where we recall V = (θ∗, θ0, ρ1, . . . , ρT ). We note that θ 7→ s(θ, αjγ) is Lipschitz by Assumption 2.2, so this
function gj+1(·) is also Lipschitz by the induction hypothesis. Next, the condition gj+1,2(·) = θ∗ implies

(ζj+1,ℓ)12 = (ζj+1,ℓ)22 = 0 for ℓ ≤ j, and allows us to compute Wj+1 = (Wj+1
1 ,Wj+1

2 ) as Wj+1
2 = Xθ∗ and

W
j+1
1 = Xgj+1,1(U

1, . . . ,Uj+1;V)−
j∑

ℓ=0

(
fℓ,1(W

0, . . . ,Wℓ; ε)(ζj+1,ℓ)11 + fℓ,2(W
0, . . . ,Wℓ; ε)(ζj+1,ℓ)21

)

= Xθ̃j+1
γ −

j∑

ℓ=0

fℓ,1(W
0, . . . ,Wℓ; ε)(ζj+1,ℓ)11.

Hence with

Xθ̃j+1
γ −Xθ∗ − ε = W

j+1
1 −W

j+1
2 +

j∑

ℓ=0

fℓ,1(W
0, . . . ,Wℓ; ε)(ζj+1,ℓ)11 − ε,

to satisfy (77) we can define fj+1,2 = 0 and

fj+1,1(W
0, . . . ,W j+1; ε) = −β

δ

(
W j+1

1 −W j+1
2 +

j∑

ℓ=0

fℓ,1(W
0, . . . ,W ℓ; ε)(ζj+1,ℓ)11 − ε

)
. (79)

This is also Lipschitz by the induction hypothesis, completing the induction. So using (76–77), the state

evolution (75), and the fact that Xn
W2→ X implies f(Xn)

W2→ f(X) for Lipschitz f , we conclude that

1

d

d∑

j=1

δ(
θ∗j ,θ̃

0
γ,j,...,θ̃

T
γ,j

) W2→ P
(
θ∗, θ0, . . . , θT

)
,

1

n

n∑

i=1

δ(
η∗i ,εi,η̃

0
γ,i,...,η̃

T
γ,i

) W2→ P
(
W ∗, ε, η0, . . . , ηT

)
. (80)

Here, the laws on the right side are defined by setting W ∗ = W i
2 for each i ≥ 1, and

θi = gi,1(U
1, . . . , U i;V ), ηi = − δ

β
fi,1(W

0, . . . ,W i; ε) +W ∗ + ε,
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where {U i} = {(U i
1, U

i
2)} and {W i} = {(W i

1,W
i
2)} are the Gaussian processes from AMP state evolution,

independent of ε, V with covariance kernels given by (74).
Let us now show that

P(θ∗, θ0, . . . , θT ) = P
(
θ∗, θ0γ , . . . , θ

T
γ

)
, P(W ∗, ε, η0, . . . , ηT ) = P

(
−w∗

γ , ε, η
0
γ , . . . , η

T
γ

)
, (81)

where the laws on the right sides are the variables of the discrete DMFT equations. This will conclude the
proof of (71). To do so, let us define from the AMP state evolution variables (80) the quantities

uiγ = δU i+1
1 , wiγ = −W i

1 , w∗
γ = −W ∗, θiγ = θi, ηiγ = ηi,

∂θiγ

∂ujγ
=

1

δ

∂gi,1

∂U j+1
1

(U1, . . . , U i;V ),
∂ηiγ

∂wjγ
=

δ

β

∂fi,1

∂W j
1

(W 0, . . . ,W i; ε).
(82)

Then it suffices to check that these quantities satisfy the discrete DMFT equations (57–64), by uniqueness
of the iterative construction (65) of the solution to these discrete DMFT equations. We first note that by
(74), {ujγ} and (w∗

γ , {wjγ}) thus defined are centered Gaussian processes with covariance

E[uiγu
j
γ ] = δ3E[fi,1(W

0, . . . ,W i; ε)fj,1(W
0, . . . ,W j ; ε)] = δβ2

E[(ηi −W ∗ − ε)(ηj −W ∗ − ε)],

E[wiγw
j
γ ] = E[gi,1(U

1, . . . , U i;V )gj,1(U
1, . . . , U j ;V )] = E[θiθj ],

E[wiγw
∗
γ ] = E[gi,1(U

1, . . . , U i;V )g0,2(V )] = E[θiθ∗],

E[(w∗
γ)

2] = E[g0,2(V )2] = E[(θ∗)2],

which verifies (59) and (63) in light of (82).
We next check the recursions (58) and (62) for the response: Recall that the AMP Onsager corrections

are

(ζj,s)11 = E

[ ∂gj,1

∂Us+1
1

(U1, . . . , U j;V )
]
,

(ξj,s)11 = E

[
δ
∂fj,1
∂W s

1

(W 0, . . . ,W j; ε)
]
, (ξj,s)21 = E

[
δ
∂fj,1
∂W s

2

(W 0, . . . ,W j ; ε)
]
.

(83)

By definition of gj,1 in (78), we have
∂gj,1

∂Us+1
1

= 0 for s ≥ j,
∂gj,1

∂Us+1
1

= γδ if s = j − 1, and if s ≤ j − 2,

∂gj,1

∂Us+1
1

=
∂gj−1,1

∂Us+1
1

+ γδ

j−1∑

ℓ=s+1

∂gℓ,1

∂Us+1
1

(ξj−1,ℓ)11 + γ∂θs(gj−1,1, α
tj−1
γ )

∂gj−1,1

∂Us+1
1

=
(
1 + γδ(ξj−1,j−1)11 + γ∂θs(gj−1,1, α

tj−1
γ )

)∂gj−1,1

∂Us+1
1

+ γδ

j−2∑

ℓ=s+1

(ξj−1,ℓ)11
∂gℓ,1

∂Us+1
1

(84)

where both sides are evaluated at (U1, . . . , U j;V ). Similarly, by definition of fj,1(·) in (79), we have
∂fj,1
∂W s

1
=

∂fj,1
∂W s

2
= 0 if s > j,

∂fj,1
∂W s

1
= −∂fj,1

∂W s
2
= −β/δ if s = j, and if s < j,

∂fj,1
∂W s

1

= −β

δ

j−1∑

ℓ=s

∂fℓ,1
∂W s

1

(ζj,ℓ)11 = −β

δ

( j−1∑

ℓ=s+1

∂fℓ,1
∂W s

1

(ζj,ℓ)11 −
β

δ
(ζj,s)11

)
, (85)

∂fj,1
∂W s

2

= −β

δ

j−1∑

ℓ=s

∂fℓ,1
∂W s

2

(ζj,ℓ)11 = −β

δ

( j−1∑

ℓ=s+1

∂fℓ,1
∂W s

2

(ζj,ℓ)11 +
β

δ
(ζj,s)11

)
. (86)

Here, these recursions imply that {∂fj,1∂W s
1
} and {∂fj,1∂W s

2
} are deterministic. Under the definitions (60), (64), and

(82), we have

Rγθ (j, s) =
1

δ
E

[ ∂gj,1

∂Us+1
1

(U1, . . . , U j ;V )
]
=

1

δ
(ζj,s)11, Rγη(j, s) = δ2

[∂fj,1
∂W s

1

]
= δ(ξj,s)11. (87)
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Then by (84) and (85), { ∂gj,1

∂Us+1
1

} and {∂fj,1∂W s
1
} satisfy the recursions

∂gj,1

∂Us+1
1

=
(
1− γδβ + γ∂θs(gj−1,1;α

j−1
γ )

)∂gj−1,1

∂Us+1
1

+ γ

j−2∑

ℓ=s+1

Rγη(j − 1, ℓ)
∂gℓ,1

∂Us+1
1

,

∂fj,1
∂W s

1

= −β
( j−1∑

ℓ=s+1

Rγθ (j, ℓ)
∂fℓ,1
∂W s

1

− β

δ
Rγθ (j, s)

)
,

which verify (58) and (62) in view of (82) and above boundary conditions
∂gj,1

∂Uj
1

= γδ and
∂fj,1

∂W j
1

= −β/δ.

Finally we check the primary recursions (57) and (61). By (82), definition of gj+1,1(·) in (78), and
(ξj,j)11 = −(ξj,j)21 = −β, we have

θj+1 = gj+1,1(U
1, . . . , U j+1;V )

= θj + γδ
(
U j+1
1 +

j∑

ℓ=0

θℓ(ξj,ℓ)11 +

j∑

ℓ=0

(ξj,ℓ)21 · θ∗
)
+ γs

(
θj , αjγ

)
+
√
2ρj

= θj − γδβ(θj − θ∗) + γs
(
θj , αjγ

)
+ γδ

j−1∑

ℓ=0

θℓ(ξj,ℓ)11 + γδ

j−1∑

ℓ=0

θ∗(ξj,ℓ)21 + γδU j+1
1 +

√
2ρj . (88)

Similarly, by definition of fj,1(·) in (79) and W i
2 ≡ W ∗,

ηj = − δ

β
fj,1(W

0, . . . ,W j ; ε) +W ∗ + ε = −β

δ

j−1∑

ℓ=0

(ζj,ℓ)11(η
ℓ −W ∗ − ε) +W j

1 . (89)

Applying (83), note that in (88) we have Aj :=
∑j−1

ℓ=0(ξj,ℓ)21 = δ
∑j−1

ℓ=0
∂fj,1
∂W s

2
. Then by the recursion (86)

and first identification of (87), we have

Aj = −βδ

j−1∑

ℓ=0

j−1∑

s=ℓ

∂fs,1

∂W ℓ
2

Rγθ (j, s) = −β

j−1∑

s=0

Rγθ (j, s)δ

s∑

ℓ=0

∂fs,1

∂W ℓ
2

= −β

j−1∑

s=0

Rγθ (j, s)(As + β).

This coincides with the recursion for {β ∂ηjγ
∂w∗

γ
} in (69). Hence Aj = β

∂ηjγ
∂w∗

γ
= 1

δR
γ
η(j, ∗) = − 1

δ

∑j−1
s=0 R

γ
η(j, s),

where the last step applies Lemma 4.2. Applying this form of Aj and (87), we may write the equations
(88–89) as

θj+1 = θj − γδβ(θj − θ∗) + γs
(
θj , αjγ

)
+ γ

j−1∑

ℓ=0

Rγη (j, ℓ)(θ
ℓ − θ∗) + γδU j+1

1 +
√
2ρj ,

ηj = −β

j−1∑

ℓ=0

Rγθ (j, ℓ)(η
ℓ −W ∗ − ε) +W j

1 ,

which verifies (57) and (61) in view of (82). This verifies that the definitions (82) indeed satisfy (57–64),
concluding the proof of (71).

Step 2: Comparison with auxiliary dynamics. Let us now prove (66–68) for the original dynamics
with an adaptive drift parameter α̂tγ . We will prove via induction that, almost surely as n, d → ∞, for each
t = 0, . . . , T ,

1

d
‖θtγ − θ̃tγ‖2 → 0, α̂tγ → αtγ . (90)

29



Since

W2

(1
d

d∑

j=1

δ(
θ∗j ,θ

0
γ,j ,...,θ

T
γ,j

), 1
d

d∑

j=1

δ(
θ∗j ,θ̃

0
γ,j,...,θ̃

T
γ,j

)
)2

≤
T∑

t=0

1

d
‖θtγ − θ̃tγ‖2 (91)

W2

( 1

n

n∑

i=1

δ(
η∗i ,εi,η

0
γ,i,...,η

T
γ,i

), 1
n

n∑

i=1

δ(
η∗i ,εi,η̃

0
γ,i,...,η̃

T
γ,i,

)
)2

≤
T∑

t=0

1

n
‖ηtγ − η̃tγ‖2 ≤

T∑

t=0

1

n
‖X‖2op‖θtγ − θ̃tγ‖2

and ‖X‖op is almost surely bounded for all large n, d, the above inductive claim together with (71) implies
(66–68).

The base case of t = 0 in (90) holds exactly. Suppose (90) holds up to time t. For t+ 1, we see that

1

d
‖θt+1

γ − θ̃t+1
γ ‖2 ≤ C

(
(1 + ‖X‖4op)

1

d
‖θtγ − θ̃tγ‖2 +

1

d
‖s(θtγ , α̂tγ)− s(θ̃tγ , α

t
γ)‖2

)
.

Applying boundedness of ‖X‖op and Lipschitz continuity of s(·) in Assumption 2.2, we have by the induction

hypothesis that 1
d‖θt+1

γ − θ̃t+1
γ ‖2 → 0 almost surely. Next, we have by the Lipschitz continuity of G(·) in

Assumption 2.3 that

‖α̂t+1
γ − αt+1

γ ‖ ≤ ‖α̂tγ − αtγ‖ + γ

∥∥∥∥∥G
(
α̂tγ ,

1

d

d∑

ℓ=1

δθt
γ,ℓ

)
− G(αtγ ,P(θtγ))

∥∥∥∥∥

≤ C‖α̂tγ − αtγ‖ + CW2

(1
d

d∑

ℓ=1

δθt
γ,ℓ

,P(θtγ)
)
,

which converges almost surely to 0 by the induction hypothesis and the above implication (91). This
establishes the induction for (90) and hence completes the proof.

4.2 Step 2: Discretization error of DMFT equation

We now define a piecewise constant embedding of the components of the discrete DMFT system (57–64) into
continuous time, and show that this converges to the solution of the continuous DMFT system established
in Theorem 2.4, in the limit γ → 0.

For all times t ∈ R+, define

⌊t⌋ = max{iγ : iγ ≤ t, i ∈ Z+} ∈ γZ+, ⌈t⌉ = ⌊t⌋+ γ ∈ γZ+, [t] = ⌊t⌋ /γ ∈ Z+. (92)

Fixing T > 0, let Dγ
η be the space of functions (R̄γη , C̄

γ
η , ᾱγ) ≡ {(R̄γη(t, s), C̄γη (t, s), ᾱtγ}0≤s≤t≤T that are

piecewise constant and right-continuous in (s, t) with jumps at γZ+, i.e. R̄γη(t, s) = R̄γη (⌊t⌋ , ⌊s⌋) for all

0 ≤ s ≤ t ≤ T and similarly for C̄γη , ᾱγ . Analogously, let Dγ
θ be the space of functions (R̄γθ , C̄

γ
θ ,

¯̃αγ) ≡
{R̄γθ (t, s), C̄

γ
θ (t, s),

¯̃αtγ}0≤s≤t≤T that are piecewise constant and right-continuous with jumps at γZ+.

We define a map T γ
η→θ : Dγ

η → Dγ
θ as follows: Given Xγ = (R̄γη , C̄

γ
η , ᾱγ) ∈ Dγ

η , let {ūtγ}t∈[0,T ] be a

mean-zero Gaussian process with covariance C̄γη , let {bt}t≥0 be a standard Brownian motion, and define

processes {θ̄tγ}t∈[0,T ] and { ∂θ̄
t
γ

∂ūs
γ
}0≤s≤t≤T by

θ̄tγ = θ0 +

∫ ⌊t⌋

0

[
−δβ(θ̄sγ − θ∗) + s(θ̄sγ , ᾱ

s
γ) +

∫ ⌊s⌋

0

R̄γη(s, r)(θ̄
r
γ − θ∗)dr + ūsγ

]
ds+

√
2b⌊t⌋, (93)

∂θ̄tγ
∂ūsγ

= 1 + 1{⌈s⌉ ≤ ⌊t⌋}
∫ ⌊t⌋

⌈s⌉

[(
−δβ + ∂θs(θ̄

r
γ , ᾱ

r
γ)
) ∂θ̄rγ
∂ūsγ

+

∫ ⌊r⌋

⌈s⌉
R̄γη (r, r

′)
∂θ̄r

′

γ

∂ūsγ
dr′

]
dr. (94)

Define from these processes

C̄γθ (t, s) = E

[
θ̄tγ θ̄

s
γ

]
, C̄γθ (t, ∗) = E

[
θ̄tγθ

∗
]
, C̄γθ (∗, ∗) = E[(θ∗)2],

R̄γθ (t, s) = E

[ ∂θ̄tγ
∂ūsγ

]
, ¯̃αtγ = α0 +

∫ ⌊t⌋

0

G(¯̃αsγ ,P(θ̄sγ))ds
(95)
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and set T γ
η→θ(X

γ) = (R̄γθ , C̄
γ
θ ,

¯̃αγ). We also define a map T γ
θ→η : Dγ

θ → Dγ
η as follows: Given Y γ =

(R̄γθ , C̄
γ
θ ,

¯̃αγ) ∈ Dγ
η , let (w̄

∗
γ , {w̄tγ}t∈[0,T ]) be a mean-zero Gaussian process with covariance C̄γθ , and define

η̄tγ = −β

∫ ⌊t⌋

0

R̄γθ (t, s)(η̄
s
γ + w̄∗

γ − ε)ds− w̄tγ , (96)

∂η̄tγ
∂w̄sγ

= βR̄θ(t, s)− 1{⌈s⌉ ≤ ⌊t⌋}β
∫ ⌊t⌋

⌈s⌉
R̄γθ (t, r)

∂η̄rγ
∂w̄sγ

dr. (97)

Define from these processes

R̄γη(t, s) = δβ E

[ ∂η̄tγ
∂w̄sγ

]
, C̄γη (t, s) = δβ2

E

[
(η̄tγ + w̄∗

γ − ε)(η̄sγ + w̄∗
γ − ε)

]
, ᾱtγ = ¯̃αtγ (98)

and set T γ
θ→η(Y

γ) = (R̄γη , C̄
γ
η , ᾱγ). These maps may be understood as discrete approximations of Tη→θ and

Tθ→η constructed in Section 3.2, with domains restricted to the spaces Dγ
θ and Dγ

η of piecewise constant
inputs.

Recall the spaces Sθ,Sη,S of Section 3.1. The following lemma shows that the above maps T γ
η→θ, T

γ
θ→η are

well-defined, that the unique fixed point of these maps is a piecewise constant embedding of the discrete-time
DMFT system in Section 4.1, and that furthermore this fixed point belongs to S.
Lemma 4.3. (a) Given any Xγ ∈ Dγ

η and realization of θ∗, θ0, {bt}t∈[0,T ], and {ūtγ}t∈[0,T ], the processes
(93–94) have a unique solution, and this solution is piecewise constant and right-continuous with jumps
at γZ+. Consequently, T γ

η→θ is a well-defined map from Dγ
η to Dγ

θ .

(b) Given any Y γ ∈ Dγ
θ and realization of ε and (w̄∗

γ , {w̄tγ}), the processes (96–97) have a unique solution,
and this solution is piecewise constant and right-continuous with jumps at γZ+. Consequently, T γ

θ→η is

a well-defined map from Dγ
θ to Dγ

η .

(c) The map T γ
η→η = T γ

η→θ ◦ T
γ
θ→η has a unique fixed point in Dγ

η , and the map T γ
θ→θ = T γ

θ→η ◦ T
γ
η→θ has a

unique fixed point in Dγ
θ . These fixed points are given precisely by

ᾱtγ = ¯̃αtγ = α[t]
γ , C̄γθ (t, s) = Cγθ ([t], [s]), C̄γθ (t, ∗) = Cγθ ([t], ∗), C̄γη (t, s) = Cγη ([t], [s]),

R̄γθ (t, s) =

{
1 if [s] = [t]
1
γ R

γ
θ ([t], [s]) if [s] < [t],

R̄γη(t, s) =

{
δβ2 if [s] = [t]
1
γ R

γ
η([t], [s]) if [s] < [t]

(99)

for all 0 ≤ s ≤ t ≤ T , where (αγ , C
γ
θ , C

γ
η , R

γ
θ , R

γ
η) are the components of the discrete DMFT system

defined iteratively in time via (60) and (64).

(d) For any γ > 0 sufficiently small, we have T γ
η→θ(Dγ

η ∩Sη) ⊆ Dγ
θ ∩Sθ, T γ

θ→η(D
γ
θ ∩Sθ) ⊆ Dγ

η ∩Sη, and the
fixed point (99) belongs to S.

Proof. For (a), if Xγ = (R̄γη , C̄
γ
η , ᾱγ) ∈ Dγ

η , then {ūtγ} is also piecewise constant and right-continuous by

these properties of C̄γη . Then an easy induction on k shows that (93) has a unique solution over t ∈ [0, kγ)

for each integer k ≥ 1, which is given by θ̄tγ = θ̄
⌊t⌋
γ . By definition, (94) is given by

∂θ̄tγ
∂ūs

γ
= 1 for all s ≥ 0 and

t ∈ [s, ⌈s⌉). Then for each s ≥ 0, an induction on k shows also that (94) has a unique solution on [s, ⌈s⌉+kγ)

for each integer k ≥ 1, which is given by
∂θ̄tγ
∂ūs

γ
=

∂θ̄⌊t⌋γ

∂ūs
γ
, and furthermore this solution depends on s only via

⌊s⌋, i.e. ∂θ̄tγ
∂ūs

γ
=

∂θ̄⌊t⌋γ

∂ū
⌊s⌋
γ

. Thus the solutions of (93–94) are piecewise constant and right-continuous, implying

the same properties for R̄γθ , C̄
γ
θ ,

¯̃α defined by (95). This shows (a).
Part (b) follows from analogous inductive arguments, using that if Y γ = (R̄γθ , C̄

γ
θ ,

¯̃αγ) ∈ Dγ
θ , then {w̄tγ}

is also piecewise constant and right-continuous, and hence so are {η̄tγ} and { η̄
t
γ

w̄s
γ
}.

Part (c) also follows by induction: Since any fixed point is piecewise constant, it suffices to consider the
values at γZ+. By (93), θ̄0γ = θ0. Then by (95),

R̄γθ (0, 0) = 1, C̄γθ (0, 0) = E[(θ0)2] = Cγθ (0, 0), C̄γθ (0, ∗) = E[θ0θ∗] = Cγθ (0, ∗), ¯̃α0
γ = 0.

31



Then by (96), η̄0γ = −w̄0
γ , so (η̄0γ , w̄

∗
γ) is equal in joint law to the discrete DMFT variables (η0γ , w

∗
γ). Then by

(98), any fixed point must satisfy

R̄γη(0, 0) = δβ2, C̄γη (0, 0) = δβ2
E[(η0γ + w∗

γ − ε)2] = Cη(0, 0), ᾱ0
γ = 0.

Suppose inductively that there is a unique fixed point over times s ≤ t in {0, γ, . . . , kγ}, and consider
now t = (k + 1)γ. The equations (93–94) and the piecewise constant nature of all processes imply

θ̄(k+1)γ
γ = θ̄kγγ +

∫ (k+1)γ

kγ

[
−δβ(θ̄sγ − θ∗) + s(θ̄sγ , ᾱ

s
γ) +

∫ ⌊s⌋

0

R̄γη(s, r)(θ̄
r
γ − θ∗)dr + ūsγ

]
ds+

√
2(b(k+1)γ − bkγ)

= θ̄kγγ + γ
(
−δβ(θ̄kγγ − θ∗) + s(θ̄kγγ , ᾱkγγ ) + γ

k−1∑

ℓ=0

R̄γη(kγ, ℓγ)(θ̄
ℓγ
γ − θ∗) + ūkγγ

)
+
√
2(b(k+1)γ − bkγ),

∂θ̄(k+1)γ
γ

∂ū
(k+1)γ
γ

= 1, and for any j ≤ k,

∂θ̄
(k+1)γ
γ

∂ūjγγ
=

∂θ̄kγγ

∂ūjγγ
+

∫ (k+1)γ

kγ

[(
−δβ + ∂θs(θ̄

r
γ , ᾱ

r
γ)
) ∂θ̄rγ

∂ūjγγ
+

∫ kγ

(j+1)γ

R̄γη (r, r
′)
∂θ̄r

′

γ

∂ūjγγ
dr′

]
dr

=
∂θ̄kγγ

∂ūjγγ
+ γ

[(
−δβ + ∂θs(θ̄

kγ
γ , ᾱkγγ )

)∂θ̄kγγ
∂ūjγγ

+ γ
k−1∑

ℓ=j+1

R̄γη (kγ, ℓγ)
∂θ̄ℓγγ

∂ūjγγ

]

Comparing these equations with (57–58) and applying γR̄γη(kγ, ℓγ) = Rγη(k, ℓ), ᾱ
kγ
γ = αkγ , and the equality

in law (ū0
γ , . . . , ū

kγ
γ )

L
= (u0

γ , . . . , u
k
γ) by the induction hypothesis, this shows the equality in law

{θ∗, θ̄iγγ ,
∂θ̄iγγ

∂ūjγ
γ

}i<j≤k+1
L
= {θ∗, θiγ , γ−1 ∂θ

i
γ

∂uj
γ

}i<j≤k+1.

Then (99) holds for the components R̄γθ , C̄
γ
θ ,

¯̃αγ of any fixed point up to times s ≤ t in {0, γ, . . . , (k + 1)γ}.
Now the equations (96–97) imply

η̄(k+1)γ
γ = −β

∫ (k+1)γ

0

R̄γθ ((k + 1)γ, s)(η̄sγ + w̄∗
γ − ε)ds− w̄(k+1)γ

γ

= −βγ

k∑

j=0

R̄γθ ((k + 1)γ, jγ)
(
η̄jγγ + w̄∗

γ − ε
)
− w̄(k+1)γ

γ ,

∂η̄(k+1)γ
γ

∂w̄
(k+1)γ
γ

= δβ2, and for all j ≤ k,

∂η̄
(k+1)γ
γ

∂w̄jγγ
= βR̄θ((k + 1)γ, jγ)− β

∫ (k+1)γ

(j+1)γ

R̄γθ ((k + 1)γ, r)
∂η̄rγ

∂w̄jγγ
dr

= βR̄θ((k + 1)γ, jγ)− βγ
k∑

ℓ=j+1

R̄γθ ((k + 1)γ, ℓγ)
∂η̄ℓγγ

∂w̄jγγ
.

Comparing these equations with (61–62) and applying again the induction hypothesis, this shows the equality
in law

{η̄iγγ ,
∂η̄iγγ

∂w̄jγ
γ

}i<j≤k+1
L
= {ηiγ , γ−1 ∂η

i
γ

∂wj
γ

}i<j≤k+1.

Then (99) also holds for the components R̄γη , C̄
γ
η , ᾱγ of any fixed point up to times s ≤ t in {0, γ, . . . , (k+1)γ},

completing the induction. Thus any fixed points of T γ
η→η and T γ

θ→θ must satisfy (99) for all 0 ≤ s ≤ t ≤ T ,
implying also that such fixed points are unique in Dγ

η and Dγ
θ by uniqueness of the iterative construction

(65) of the solution to the discrete DMFT equations. This shows (c).
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For (d), we check that T γ
η→η and T γ

θ→θ define contractive mappings on Dγ
η ∩Sη and Dγ

θ ∩Sθ. Note that if
Y γ = (R̄γθ , C̄

γ
θ ,

¯̃αγ) ∈ Dγ
θ ∩ Sθ and Xγ = T γ

θ→η(Y
γ) = (R̄γη , C̄

γ
η , ᾱγ), then setting ξ̄tγ = η̄tγ + w̄∗

γ − ε, the same
arguments as in Lemma 3.5 show

E(ξ̄tγ)
2 ≤ 2

[
β2

∫ ⌊t⌋

0

(t− s+ 1)2 · Φ2
Rθ

(t− s)E(ξ̄sγ)
2ds+ 2ΦCθ

(t) + 2τ2∗ + σ2
]
,

|R̄γη (t, s)| ≤ |β|
(
1{⌈s⌉ ≤ ⌊t⌋}

∫ ⌊t⌋

⌈s⌉
ΦRθ

(t− s′)|R̄γη(s′, s)|ds′ + δ|β|ΦRθ
(t− s)

)
.

Upper-bounding these integrals
∫ ⌊t⌋
0 and

∫ ⌊t⌋
⌈s⌉ by

∫ t
0 and

∫ t
s , we obtain as in Lemma 3.5 that C̄γη (t, t) ≤

ΦCγ
(t) and R̄γη(t, s) ≤ ΦRγ

(t− s). All continuity conditions defining Sη are automatically satisfied since the
components of Xγ are piecewise constant outside the knots D = [0, T ]∩γZ+. Thus X

γ ∈ Sη, i.e. T γ
θ→η maps

Dγ
θ ∩ Sθ into Dγ

η ∩ Sη.
Conversely, suppose Xγ = (R̄γη , C̄

γ
η , ᾱ) ∈ Dγ

η ∩ Sη, and let Y γ = T γ
θ→η(R̄

γ
θ , C̄

γ
θ ,

¯̃α). A small extension of

the argument in Lemma 3.6 shows Y γ ∈ Sθ. Let us explain this extension for C̄γθ : Defining

v̄tγ = −δβ(θ̄tγ − θ∗) + s(θ̄tγ , ᾱ
t
γ) +

∫ ⌊t⌋

0

R̄γη (t, s)(θ̄
s
γ − θ∗)ds+ ūtγ ,

we have θ̄t+γγ = θ̄tγ+γ · v̄tγ+
√
2(bt+γ−bt) for t ∈ γZ+. Then, analogous to the calculation using Ito’s formula

in Lemma 3.6, for sufficiently small γ > 0,

C̄γθ (t+ γ, t+ γ)− C̄γθ (t, t) = 2γEθ̄tγ v̄
t
γ + γ2

E(v̄tγ)
2 + 2γ

≤ γ

1− γ
E(θ̄tγ)

2 + [γ(1− γ) + γ2]E(v̄tγ)
2 + 2γ

≤ γ
(
1.1E(θ̄tγ)

2 + E(v̄tγ)
2 + 2

)
=

∫ t+γ

t

(
1.1E(θ̄sγ)

2 + E(v̄sγ)
2 + 2

)
ds,

the last equality holding because v̄γ and θ̄γ are piecewise constant. Summing this inequality shows

C̄γθ (t, t)− C̄γθ (0, 0) ≤
∫ t

0

(
1.1E(θ̄sγ)

2 + E(v̄sγ)
2 + 2

)
ds

for all t ∈ [0, T ]. Then, bounding E(v̄sγ)
2 as in (44) of Lemma 3.6, this shows that C̄γθ (t, t) ≤ ΦCθ

(t). Similar

extensions of the arguments in Lemma 3.6 show that R̄γθ (t, s) ≤ ΦRθ
(t− s) and ‖ᾱtγ‖2 ≤ Φα(t), so Y γ ∈ Sθ

as claimed. Then T γ
η→θ maps Dγ

η ∩ Sη into Dγ
θ ∩ Sθ.

The same argument as in Lemmas 3.7 and 3.8 bound the moduli-of-continuity of T γ
η→θ and T γ

θ→η in the

metrics d(·) of Section 3.2, implying that T γ
η→η and T γ

θ→θ are contractive for sufficiently large λ > 0 defining
d(·). These metrics induce the topologies of uniform convergence on the spaces Dγ

η ∩Sη and Dγ
θ ∩ Sθ, which

are equivalent to closed subsets of finite-dimensional vector spaces and hence also complete. Then T γ
η→η and

T γ
θ→θ have unique fixed points in Dγ

η ∩ Sη and Dγ
θ ∩ Sθ by the Banach fixed-point theorem. These must

coincide with the fixed point (99), by the uniqueness statement (without restriction to Sθ and Sη) shown in
part (c). Thus this fixed point (99) belongs to S.

Lemma 4.4. There exists a constant C > 0 (depending on T but not on λ, γ) such that for all large enough
λ > 0 defining the metrics (47) and all sufficiently small γ > 0,

(a) For any Xγ ∈ Dγ
η ∩ Sη,

d
(
Tη→θ(X

γ), T γ
η→θ(X

γ)
)
≤ C

√
γ.

(b) For any Y γ ∈ Dγ
θ ∩ Sθ,

d
(
Tθ→η(Y

γ), T γ
θ→η(Y

γ)
)
≤ C

√
γ.
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Proof. We show part (a). Consider any Xγ = (R̄γη , C̄
γ
η , ᾱγ), and denote Tη→θ(X

γ) = (Rθ, Cθ, α̃) and

T γ
η→θ(X

γ) = (R̄γθ , C̄
γ
θ ,

¯̃αγ). Throughout, C,C′ > 0 denote constants depending on T but not on λ, γ and
changing from instance to instance.

Bound of d(Cθ , C̄
γ
θ ). Given Xγ , let us couple the evolutions (12) and (93) by a common realization of {ūtγ}

with covariance C̄γη and a common Brownian motion. Then by definition, we have

θt = θ0 +

∫ t

0

[
− δβ(θs − θ∗) + s(θs, ᾱsγ) +

∫ s

0

R̄γη (s, s
′)(θs

′ − θ∗)ds′ + ūsγ

]
ds+

√
2 bt,

θ̄tγ = θ0 +

∫ ⌊t⌋

0

[
− δβ(θ̄sγ − θ∗) + s(θ̄sγ , ᾱ

s
γ) +

∫ ⌊s⌋

0

R̄γη(s, s
′)(θ̄s

′

γ − θ∗)ds′ + ūsγ

]
ds+

√
2 b⌊t⌋.

Then E(θt − θ̄tγ)
2 ≤ 6[(I) + (II) + (III) + (IV ) + (V ) + (V I)] where

(I) = E

(∫ ⌊t⌋

0

δβ(θs − θ̄sγ)ds
)2

,

(II) = E

(∫ ⌊t⌋

0

(s(θs, ᾱsγ)− s(θ̄sγ , ᾱ
s
γ)ds

)2

,

(III) = E

(∫ ⌊t⌋

0

∫ ⌊s⌋

0

R̄γη(s, s
′)(θs

′ − θ̄s
′

γ )ds
′ ds

)2

,

(IV ) = E

(∫ ⌊t⌋

0

∫ s

⌊s⌋
R̄γη(s, s

′)(θs
′ − θ∗)ds′ ds

)2

,

(V ) = E

(∫ t

⌊t⌋

[
− δβ(θs − θ∗) + s(θs, ᾱsγ) +

∫ s

0

R̄γη(s, s
′)(θs

′ − θ∗)ds′ + ūsγ

]
ds

)2

,

(V I) = E(
√
2 bt −

√
2 b⌊t⌋)2.

By the same arguments as in the proof of Lemma 3.7, using the Lipschitz continuity of s(·) in Assumption
2.2, we may show

(I) + (II) + (III) ≤ C

λ
e2λt sup

s∈[0,T ]

e−2λs
E(θs − θ̄sγ)

2.

Applying s− ⌊s⌋ ≤ γ, t− ⌊t⌋ ≤ γ, and the bounds for R̄γη , C̄
γ
η implied by Xγ ∈ Sη, we have

(IV ) + (V ) + (V I) ≤ Cγ.

Then

sup
t∈[0,T ]

e−2λt
E(θt − θ̄tγ)

2 ≤ C

λ
sup
t∈[0,T ]

e−2λt
E(θt − θ̄tγ)

2 + Cγ,

and choosing large enough λ > 0 yields

sup
t∈[0,T ]

e−λt
√
E(θt − θ̄tγ)

2 ≤ C′√γ. (100)

This implies as in the proof of Lemma 3.7 that d(Cθ, C̄
γ
θ ) ≤ C′√γ.

Bound of d(Rθ, R̄
γ
θ ). Denote by rθ(t, s) =

∂θt

∂us and r̄γθ (t, s) =
∂θ̄tγ
∂ūs

γ
the processes (13) and (94) defined from

the above coupling of {θt} and {θ̄tγ}. Then by definition, we have

rθ(t, s) = 1 +

∫ t

s

[(
−δβ + ∂θs(θ

s′ , ᾱs
′

γ )
)
rθ(s

′, s) +

∫ s′

s

R̄γη(s
′, s′′)rθ(s

′′, s)ds′′
]
ds′,

r̄γθ (t, s) = 1 + 1{⌈s⌉ ≤ ⌊t⌋}
∫ ⌊t⌋

⌈s⌉

[(
−δβ + ∂θs(θ̄

s′

γ , ᾱ
s′

γ )
)
r̄γθ (s

′, s) +

∫ ⌊s′⌋

⌈s⌉
R̄γη(s

′, s′′)r̄γθ (s
′′, s)ds′′

]
ds′.
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Hence E|rθ(t, s)− r̄γθ (t, s)| ≤ (I) + (II) + (III) + (IV ) where

(I) = E

[
1{⌈s⌉ ≤ ⌊t⌋}

∫ ⌊t⌋

⌈s⌉

∣∣∣
(
−δβ + ∂θs(θ

s′ , ᾱs
′

γ )
)
rθ(s

′, s)−
(
−δβ + ∂θs(θ̄

s′

γ , ᾱ
s′

γ )
)
r̄γθ (s

′, s)
∣∣∣ds′

]
,

(II) = E

[
1{⌈s⌉ ≤ ⌊t⌋}

∫ ⌊t⌋

⌈s⌉

∫ ⌊s′⌋

⌈s⌉

∣∣∣R̄γη(s′, s′′)(rθ(s′′, s)− r̄γθ (s
′′, s))

∣∣∣ds′′ ds′
]
,

(III) = E

[
1{⌈s⌉ ≤ ⌊t⌋}

∫ ⌊t⌋

⌈s⌉

∫

(s,⌈s⌉)∪(⌊s′⌋,s′)

∣∣∣R̄γη (s′, s′′)rθ(s′′, s)
∣∣∣ds′′ ds′

]
,

(IV ) =

∫

(s,⌈s⌉)∪(⌊t⌋,t)

∣∣∣∣
(
−δβ + ∂θs(θ

s′ , ᾱs
′

γ )
)
rθ(s

′, s) +

∫ s′

s

R̄γη(s
′, s′′)rθ(s

′′, s)ds′′
∣∣∣∣ds

′.

By the same arguments as in the proof of Lemma 3.7, using the above bound (100) and Lipschitz continuity
of ∂θs(·) in Assumption 2.2, we may show

(I) + (II) ≤ C

λ
eλt

(
sup

0≤s≤t≤T
e−λtE|rθ(t, s)− r̄γθ (t, s)|

)
+ C

√
γ.

Applying ⌈s⌉ − s ≤ γ, s′ − ⌊s′⌋ ≤ γ, and t− ⌊t⌋ ≤ γ, we have

(III) + (IV ) ≤ Cγ.

Then

sup
0≤s≤t≤T

e−λtE|rθ(t, s)− r̄γθ (t, s)| ≤
C

λ
sup

0≤s≤t≤T
e−λtE|rθ(t, s)− r̄γθ (t, s)|+ C

√
γ,

and choosing large enough λ > 0 and rearranging gives

d(Rθ, R̄
γ
θ ) ≤ sup

0≤s≤t≤T
e−λtE|rθ(t, s)− r̄γθ (t, s)| ≤ C

√
γ.

Bound of d(α̃, ¯̃αγ). By definition,

α̃t = α0 +

∫ t

0

G(α̃s,P(θs))ds, ¯̃αtγ = α0 +

∫ ⌊t⌋

0

G(¯̃αsγ ,P(θ̄sγ))ds,

so ‖α̃t − ¯̃αtγ‖ ≤ (I) + (II) where

(I) =

∫ ⌊t⌋

0

∥∥∥G(α̃s,P(θs))− G(¯̃αsγ ,P(θ̄sγ))
∥∥∥ds, (II) =

∫ t

⌊t⌋

∥∥∥G(α̃s,P(θs))
∥∥∥ds.

By the same arguments as in the proof of Lemma 3.7, using the above bound (100) and the Lipschitz
continuity of G(·) in Assumption 2.3, we have

(I) ≤ C

λ
eλt sup

s∈[0,T ]

e−λs‖α̃s − ¯̃αsγ‖ ds+ C
√
γ

Using t− ⌊t⌋ ≤ γ, we have (II) ≤ Cγ. So choosing λ > 0 large enough and rearranging shows

d(α̃, ¯̃αγ) = sup
t∈[0,T ]

e−λt‖α̃t − ¯̃αtγ‖ ≤ C
√
γ.

This concludes the proof of (a). The proof of (b) is analogous, and we omit this for brevity.

Lemma 4.5. Let {θt}t∈[0,T ], {ηt}t∈[0,T ], and {αt}t∈[0,T ] be the components of the solution to the DMFT
system in Theorem 2.4, and let {θ̄tγ}t∈[0,T ], {η̄tγ}t∈[0,T ], {ᾱtγ}t∈[0,T ] be defined from the components of the
fixed point (99) via (93) and (96). Then for any fixed m ≥ 0 and t1, . . . , tm ∈ [0, T ], as γ → 0,

P(θ∗, θ̄t1γ , . . . , θ̄tmγ )
W2→ P(θ∗, θt1 , . . . , θtm) (101)

P(w̄∗
γ , ε, η̄

t1
γ , . . . , η̄tmγ )

W2→ P(w∗, ε, ηt1 , . . . , ηtm) (102)

{ᾱtγ}t∈[0,T ] → {αt}t∈[0,T ] (103)

where (103) holds in the sense of uniform convergence on C([0, T ],RK).
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Proof. Let Xγ = (R̄γη , C̄
γ
η , ᾱγ) and Y γ = (R̄γθ , C̄

γ
θ , ᾱγ) be the components of the fixed point (99), and let

X = (Rη, Cη, α) and Y = (Rθ, Cθ, α) be those of the unique solution to the continuous DMFT system
prescribed by Theorem 2.4. Let d(·) denote the metrics introduced in (48) and (49), for a sufficiently large
choice of λ > 0. By Lemma 4.3, Xγ ∈ Dγ

η ∩ Sη for all sufficiently small γ > 0, so Tη→η(X
γ) is well-defined.

Then, applying the fixed point conditions for Xγ and X ,

d(X,Xγ) = d
(
Tη→η(X), T γ

η→η(X
γ)
)
≤ d

(
Tη→η(X), Tη→η(X

γ)
)
+ d

(
Tη→η(X

γ), T γ
η→η(X

γ)
)
.

By Lemmas 3.7 and 3.8, Tη→η is a contraction on Sη for large enough λ > 0, for which the first term satisfies
d
(
Tη→η(X), Tη→η(X

γ)
)
≤ 1

2d(X,Xγ). Thus, rearranging shows

d(X,Xγ) ≤ 2d
(
Tη→η(X

γ), T γ
η→η(X

γ)
)
= 2d

(
Tθ→η ◦ Tη→θ(X

γ), T γ
θ→η ◦ T

γ
η→θ(X

γ)
)
.

Letting Y ′ = Tη→θ(X
γ) ∈ Sθ and Y γ = T γ

η→θ(X
γ) ∈ Dγ

θ ∩ Sθ, this shows

d(X,Xγ) ≤ 2d
(
Tθ→η(Y

′), T γ
θ→η(Y

γ)
)
≤ 2d

(
Tθ→η(Y

′), Tθ→η(Y
γ)
)
+ 2d

(
Tθ→η(Y

γ), T γ
θ→η(Y

γ)
)
.

By Lemma 4.4, d(Y ′, Y γ) = d(Tη→θ(X
γ), T γ

η→θ(X
γ)) ≤ C

√
γ. Then by Lemma 3.8, the first term is

bounded as d(Tθ→η(Y
′), Tθ→η(Y

γ)) ≤ Cd(Y ′, Y γ) ≤ C′√γ. By Lemma 4.4, the second term is also bounded
as d(Tθ→η(Y

γ), T γ
θ→η(Y

γ)) ≤ C
√
γ. So combining these statements and taking γ → 0 shows

lim
γ→0

d(X,Xγ) = 0, lim
γ→0

d(Y, Y γ) = 0. (104)

By definition of the metrics d(·), the convergence (104) implies the uniform convergence statement (103).
It also implies

lim
γ→0

sup
0≤s≤t≤T

|Cη(t, s)− C̄γη (t, s)| = 0.

We recall that Theorem 2.4 shows (Rη, Cη, α) ∈ Scont
η , for which the continuity property (32) holds for all

0 ≤ s ≤ t ≤ T . Then there exists a coupling of {ut}t∈[0,T ] and {ūtγ}t∈[0,T ] with covariance kernels Cη(t, s)

and C̄γη (t, s) for which

lim
γ→0

sup
t∈[0,T ]

E(ut − ūtγ)
2 = 0,

see e.g. [52, Lemma D.1]. Defining {θt} and {θ̄tγ} by this coupling of {ut} and {ūtγ} and a common Brownian
motion, the same arguments as leading to (100) shows

lim
γ→0

sup
t∈[0,T ]

e−λtE(θt − θ̄tγ)
2 = 0,

hence in particular limγ→0 E(θ
t − θ̄tγ)

2 = 0 for each fixed t ∈ [0, T ] under this coupling, which implies (101).
A similar argument shows (102).

4.3 Step 3: Discretization of Langevin dynamics

We now consider a piecewise constant embedding {θ̄tγ, ¯̂α
t
γ}t∈[0,T ] of the discretized Langevin process (55–56),

defined as
θ̄tγ = θ[t]

γ , ¯̂α
t
γ = α̂[t]

γ , η̄tγ = Xθ̄tγ

where [t] ∈ Z+ is as previously defined in (92). A simple induction shows that this is equivalently the solution
to a modification of the dynamics (4–5),

θ̄tγ = θ0 +

∫ ⌊t⌋

0

[
−βX⊤(Xθ̄sγ − y) +

(
s(θ̄sγ,j,

¯̂α
s
γ)
)d
j=1

]
ds+

√
2b⌊t⌋,

¯̂α
t
γ = α̂0 +

∫ ⌊t⌋

0

G
(
¯̂α
s
γ ,

1

d

d∑

j=1

δθ̄sγ,j

)
ds.

(105)

We compare this to the solution {θt, α̂t}t≥0 of the original dynamics (4–5), with ηt = Xθt, to show the
following lemma.
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Lemma 4.6. Let {θt,ηt, α̂t} be defined by (4–5), and let {θ̄tγ , η̄tγ , ¯̂α
t
γ} be defined by the piecewise constant

process (105). Then for any fixed m ≥ 1 and t1, . . . , tm ∈ [0, T ], there exists a function ι : R+ → R+

satisfying limγ→0 ι(γ) = 0 such that almost surely

lim sup
n,d→∞

W2

(1
d

d∑

j=1

δ(θ∗j ,θ
t1
j ,...,θtmj ),

1

d

d∑

j=1

δ(θ∗j ,θ̄
t1
γ,j,...,θ̄

tm
γ,j)

)
< ι(γ)

lim sup
n,d→∞

W2

( 1

n

n∑

i=1

δ
(η∗i ,εi,η

t1
i ,...,ηtmi )

,
1

n

n∑

i=1

δ
(η∗i ,εi,η̄

t1
γ,i,...,η̄

tm
γ,i )

)
< ι(γ)

lim sup
n,d→∞

sup
t∈[0,T ]

∥∥α̂t − ¯̂α
t
γ

∥∥ < ι(γ).

We proceed to prove Lemma 4.6.

Lemma 4.7. Let {bt}t≥0 be a standard Brownian motion on R
d. For any fixed T > 0, there exists a

constant C > 0 depending on T such that almost surely

lim sup
d→∞

sup
t∈[0,T ]

1√
d
‖bt‖ ≤ C, lim sup

d→∞
sup
t∈[0,T ]

1√
d

(
‖bt − b⌊t⌋‖ + ‖bt − b⌈t⌉‖

)
≤ C

√
γmax(log(1/γ), 1).

Proof. We first show that for any a, b ∈ R+ with a ≤ b, we have P(supt∈[a,b] d
−1/2‖bt − ba‖ ≥ u) ≤

exp
(
− cdu2

b−a
)
for any u ≥

√
4(b− a) and some constant c > 0. To see this, for any λ ∈ (0, d

2(b−a) ), we have

P( sup
t∈[a,b]

d−1/2‖bt − ba‖ ≥ u) = P( sup
t∈[a,b]

exp(λ‖bt − ba‖2/d) ≥ exp(λu2))

(∗)
≤ e−λu

2

E[exp(λ‖bb − ba‖2/d)] (∗∗)= e−λu
2

(1− 2λ(b− a)/d)−d/2,

where (∗) applies Doob’s maximal inequality for the nonnegative submartingale {exp(λ‖bt−ba‖2/d)}t∈[a,b],
and (∗∗) applies the moment generating function of the χ2 distribution. Choosing λ = cd/(b − a) for some
small enough c > 0 and applying (1 − x) ≥ e−2x for small x > 0, we have

P( sup
t∈[a,b]

d−1/2‖bt − ba‖ ≥ u) ≤ exp
(
− cdu2

b− a
+ 2cd

)
≤ exp

(
− cdu2

2(b− a)

)

for u ≥
√
4(b− a), proving the inequality. For the first claim, we apply this with a = 0, b = T , u =

√
4T to

yield that P(supt∈[0,T ] d
−1/2‖bt‖ ≥

√
4T ) ≤ exp(−2cd), so the claim follows by the Borel Cantelli lemma.

For the second claim, let N = T/γ (assumed without loss of generality to be an integer greater than 1), and
Ii = [(i− 1)γ, iγ) for i ∈ [N ]. Then applying the inequality over these intervals yields

P( sup
t∈[0,T ]

(dγ)−1/2‖bt − b⌊t⌋‖ ≥ u) ≤ N max
i≤N

P

(
sup
t∈Ii

(dγ)−1/2‖bt − biγ‖ ≥ u
)
≤ Ne−cdu

2

for any u ≥ 2. Hence by choosing u = C
√
logN for large enough C > 0, we have P(supt∈[0,T ](dγ)

−1/2‖bt −
b⌊t⌋‖ ≥ C

√
logN) ≤ exp(−c′d). A similar argument applies to supt∈[0,T ](dγ)

−1/2‖bt − b⌈t⌉‖, proving the
second claim.

Lemma 4.8. For any fixed T > 0, there exists a constant C > 0 depending on T such that almost surely

lim sup
n,d→∞

sup
t∈[0,T ]

(‖θt‖/
√
d+ ‖α̂t‖) ≤ C.

Proof. Let C > 0 denote a constant depending on T and changing from instance to instance. Since

θt = θ0 −
∫ t

0

(
βX⊤(Xθs − y)− s(θs, α̂s)

)
ds+

√
2bt,
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and ‖s(θs, α̂s)‖ ≤ C(
√
d+ ‖θs‖ +

√
d‖α̂s‖) by Assumption 2.2, we have for every t ∈ [0, T ] that

‖θt‖ ≤ ‖θ0‖ + C(‖X‖2op + 1)

∫ t

0

(
‖θs‖ +

√
d‖α̂s‖

)
ds+ C(‖X⊤y‖ +

√
d+ sup

t∈[0,T ]

‖bt‖).

Next by Assumption 2.3, we have

‖α̂t‖ ≤ ‖α̂0‖ + C

∫ t

0

(
1 + ‖θs‖/

√
d+ ‖α̂s‖

)
ds.

Combining the above two bounds yields

‖θt‖√
d

+ ‖α̂t‖ ≤ C(‖X‖2op + 1)

∫ t

0

(‖θs‖√
d

+ ‖α̂s‖
)
ds+ C

(‖θ0‖√
d

+ ‖α̂0‖ +
‖X⊤y‖√

d
+ sup
t∈[0,T ]

‖bt‖√
d

+ 1
)
.

(106)

Hence by Gronwall’s inequality, we have

sup
t∈[0,T ]

‖θt‖√
d

+ ‖α̂t‖ ≤ C exp(C(‖X‖2op + 1))
(‖θ0‖√

d
+ ‖α̂0‖ +

‖X⊤y‖√
d

+ sup
t∈[0,T ]

‖bt‖√
d

+ 1
)
.

Under Assumption 2.1, we have almost surely that

lim sup
n,d→∞

max
(
‖α̂0‖, 1√

d
‖θ0‖, 1√

d
‖X⊤y‖, ‖X‖op

)
≤ C, (107)

so the conclusion follows from the first claim of Lemma 4.7.

Proof of Lemma 4.6. Here and throughout, C > 0 denotes a constant depending on T but not on γ, and
changing from instance to instance. We restrict to the almost-sure event where Lemmas 4.7 and 4.8 hold,
and (107) holds for all large n, d. Then, coupling (4) and (105) by the same Brownian motion, for any
0 ≤ t ≤ T ,

‖θt − θ̄tγ‖ ≤ C

∫ ⌊t⌋

0

(
‖X⊤X(θs − θ̄sγ)‖ + ‖s(θs; α̂s)− s(θsγ ;

¯̂α
s
γ)‖

)
ds+ C

∫ t

⌊t⌋

[
X⊤Xθs + s(θs, α̂s)

]
ds

+
√
2‖bt − b⌊t⌋‖.

Applying Lipschitz continuity of s(·) in Assumption 2.2 and the bounds of Lemma 4.8 and (107), this shows

‖θt − θ̄tγ‖ ≤ C

∫ t

0

(
‖θs − θ̄sγ‖ +

√
d ‖α̂s − ¯̂α

s
γ‖

)
ds+ Cγ

√
d+ C sup

t∈[0,T ]

‖bt − b⌊t⌋‖. (108)

Similarly, using Assumption 2.3 and W 2
2 (d

−1
∑d

j=1 δuj
, d−1

∑d
j=1 δvj ) ≤ d−1‖u− v‖2 for u,v ∈ R

d,

‖α̂t − ¯̂α
t
γ‖ ≤

∫ ⌊t⌋

0

∥∥∥∥G
(
α̂s,

1

d

d∑

j=1

δθsj

)
− G

(
¯̂α
s
γ ,

1

d

d∑

j=1

δθ̄sγ,j

)∥∥∥∥ds+
∫ t

⌊t⌋

∥∥∥∥G
(
α̂s,

1

d

d∑

j=1

δθsj

)∥∥∥∥ds

≤ C

∫ t

0

(
‖α̂s − ¯̂α

s
γ‖ +

1√
d
‖θs − θ̄sγ‖

)
ds+ Cγ.

Combining the above display with (108), we have by Gronwall’s lemma

sup
t∈[0,T ]

‖α̂t − ¯̂α
t
γ‖ +

1√
d
‖θt − θ̄tγ‖ ≤ Cγ +

C√
d

sup
t∈[0,T ]

‖bt − b⌊t⌋‖. (109)
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By Lemma 4.7, there exists some C > 0 such that

lim sup
d→∞

sup
t∈[0,T ]

1√
d
‖bt − b⌊t⌋‖ ≤ C

√
γ ·max(log(1/γ), 1).

Substituting this bound in (109) proves the claim on α. Noting that

W2

(1
d

d∑

j=1

δ(θ∗j ,θ
t1
j ,...,θtmj ),

1

d

d∑

j=1

δ(θ∗j ,θ̄
t1
γ,j,...,θ̄

tm
γ,j)

)
≤

√√√√1

d

m∑

ℓ=1

d∑

j=1

(
θtℓj − θ̄tℓγ,j

)2 ≤ √
m · 1√

d
sup
t∈[0,T ]

‖θt − θ̄tγ‖,

this proves also the claim on θ, and the claim on η follows from ‖ηt − η̄tγ‖ ≤ ‖X‖op‖θt − θ̄tγ‖ and the same
argument.

4.4 Completing the proof

Proof of Theorem 2.5. For part (a), by the triangle inequality,

sup
t∈[0,T ]

‖α̂t − αt‖ ≤ sup
t∈[0,T ]

‖α̂t − ¯̂α
t
γ‖+ sup

t∈[0,T ]

‖ ¯̂αtγ − ᾱtγ‖+ sup
t∈[0,T ]

‖ᾱtγ − αt‖.

Since { ¯̂αtγ} and {ᾱtγ} are piecewise constant with values equal to those of the discrete processes of Section
4.1, Lemma 4.1 implies that the middle term converges to 0 a.s. as n, d → ∞. Then, taking n, d → ∞
followed by γ → 0 and applying also Lemmas 4.5 and 4.6 to bound the first and third terms in this limit,
this shows (a).

For part (b), similarly combining Lemmas 4.1, 4.5, and 4.6 shows that almost surely, for any m ≥ 1 and
t0, t1, . . . , tm ∈ [0, T ],

1

d

d∑

j=1

δ(
θ∗j ,θ

t0
j ,...,θtmj

) W2→ P(θ∗, θt0 , . . . , θtm). (110)

We now strengthen this to almost-sure convergence in the Wasserstein-2 sense over R×C([0, T ]), equipped
with the product norm

‖θ‖∞ := |θ∗|+ sup
t∈[0,T ]

|θt|.

By [54, Definition 6.8 and Theorem 6.9], it suffices to show weak convergence together with convergence
of the squared norm ‖θ‖2∞, which will be implied by convergence for all pseudo-Lipschitz test functions
f : R× C([0, T ]) → R satisfying

∣∣f(θ)− f(θ′)
∣∣ ≤ C‖θ − θ′‖∞(1 + ‖θ‖∞ + ‖θ′‖∞). (111)

Consider the event E where (110) holds for each m ≥ 2 and {t0, t1, t2, . . . , tm} = {0, γ, 2γ, . . . , T } with
γ = T/m. Let {θ̃t}t∈[0,T ] be a piecewise linear interpolation of {θt}t∈[0,T ]∩γZ+

, and similarly let {θ̃t}t∈[0,T ]

be a piecewise linear interpolation of the DMFT process {θt}t∈[0,T ]. For any pseudo-Lipschitz function
f : R× C([0, T ]) → R, we have

∣∣∣1
d

d∑

j=1

f(θ∗j , {θtj}t∈[0,T ])− E[f(θ∗, {θt}t∈[0,T ])]
∣∣∣ ≤ (I) + (II) + (III) (112)

with

(I) =
∣∣∣1
d

d∑

j=1

f(θ∗j , {θ̃tj}t∈[0,T ])− E[f(θ∗, {θ̃t}t∈[0,T ])]
∣∣∣

(II) =
∣∣∣1
d

d∑

j=1

f(θ∗j , {θtj}t∈[0,T ])− f(θ∗j , {θ̃tj}t∈[0,T ])
∣∣∣

(III) =
∣∣∣E[f(θ∗, {θt}t∈[0,T ])]− E[f(θ∗, {θ̃t}t∈[0,T ])]

∣∣∣.
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For a piecewise linear process θ̃ with knots at γZ+, f(θ
∗
j , {θ̃t}t∈[0,T ]) may be understood as a function of

(θ∗j , θ̃
0, θ̃γ , θ̃2γ , . . . , θ̃T ), where this function is pseudo-Lipschitz on R

m+2 by the pseudo-Lipschitz property
(111) for f . Then on the above event E , the Wasserstein-2 convergence (110) implies

lim
n,d→∞

(I) = 0.

To bound (II), let C,C′ > 0 be constants depending on T (but not γ) and changing from instance to
instance. Writing θj = (θ∗j , {θtj}t∈[0,T ]) ∈ R× C([0, T ],R) and applying (111), we have

(II) ≤ C

d

d∑

j=1

‖θj − θ̃j‖∞
(
1 + ‖θj‖∞

)
≤ C′

(1
d

d∑

j=1

‖θj − θ̃j‖2∞
)1/2(

1 +
1

d

d∑

j=1

‖θj‖2∞
)1/2

. (113)

Set
F (θ, α̂) = −βX⊤(Xθ − y) + s(θ, α̂)

so that by definition, θtj = θ0j +
∫ t
0 e

⊤
j F (θs, α̂s)ds+

√
2 btj . Hence

sup
t∈[0,T ]

(θtj)
2 ≤ C

(
(θ0j )

2 +

∫ T

0

(e⊤j F (θs, α̂s))2ds+ ‖bj‖2∞
)
,

so

1

d

d∑

j=1

‖θj‖2∞ ≤ C
(1
d

d∑

j=1

(θ∗j )
2 + (θ0j )

2 +
1

d
sup
t∈[0,T ]

‖F (θt, α̂t)‖2 + 1

d

d∑

j=1

‖bj‖2∞
)
.

On an almost-sure event E ′, for all large n, d, we have that d−1
∑

j(θ
∗
j )

2 + d−1
∑

j(θ
0
j )

2 ≤ C by Assumption

2.2, that supt∈[0,T ] d
−1‖F (θt, α̂t)‖2 ≤ C by the definition of F (·) together with Assumption 2.2 and Lemma

4.8, and that d−1
∑
j ‖bj‖2∞ ≤ C by Doob’s maximal inequality P[‖bj‖∞ > x] ≤ 2e−x

2/(2T ) and Bernstein’s
inequality for a sum of independent subexponential random variables [61, Theorem 2.8.1]. Thus, on E ′,

1

d

d∑

j=1

‖θj‖2∞ ≤ C′. (114)

Now fixing any α ∈ (0, 1/2), define the Hölder semi-norm ‖θj‖α = sups,t∈[0,T ] |θtj − θsj |/|t− s|α. Then, since
θ̃j linearly interpolates θj at the knots γZ+,

‖θj − θ̃j‖∞ ≤ γα‖θj‖α.

We have by definition θtj − θsj =
∫ t
s
e⊤j F (θr, α̂r)dr +

√
2(btj − bsj), so by Hölder’s inequality,

|θtj − θsj | ≤ |t− s|α
(∫ t

s

∣∣e⊤j F (θr, α̂r)
∣∣ 1
1−α dr

)1−α
+
√
2|btj − bsj |

≤ C|t− s|α
(( ∫ T

0

(e⊤j F (θr, α̂r))2
)1/2

+ ‖bj‖α
)

and hence

1

d

d∑

j=1

‖θj‖2α ≤ C
(1
d

sup
t∈[0,T ]

‖F (θt, α̂t)‖2 + 1

d

d∑

j=1

‖bj‖2α
)
.

On an almost-sure event E ′′, for all large n, d, we have supt∈[0,T ] d
−1‖F (θt, α̂t)‖2 ≤ C as above, and

d−1
∑

j ‖bj‖2α ≤ C by the tail bound P[‖bj‖α > C + x] ≤ e−cx
2

for some C, c > 0 (see e.g. [62, Theo-
rem 5.32, Example 5.37]) and Bernstein’s inequality. Thus on E ′′,

1

d

d∑

j=1

‖θj − θ̃j‖2∞ ≤ Cγ2α. (115)
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Applying (114) and (115) to (113), on E ′ ∩ E ′′,

lim sup
n,d→∞

(II) < Cγα.

To bound (III), similarly we have

(III) ≤ C
(
E‖θ − θ̃‖2∞

)1/2(
1 + E‖θ‖2∞

)1/2

. (116)

By definition

θt = θ0 +

∫ t

0

[
−δβ(θs − θ∗) + s(θs, αs) +

∫ s

0

Rη(s, s
′)(θs

′ − θ∗)ds′ + us
]
ds+

√
2bt.

Hence, applying |s(θs, αs)| ≤ C(1+|θs|+‖αs‖) by Assumption 2.2 and uniform boundedness of the continuous
functions αs and Rη(s, s

′) over [0, T ],

(θt)2 ≤ C
(
1 + (θ0)2 + (θ∗)2 + ‖u‖2∞ + ‖b‖2∞ +

∫ t

0

(
sup
r∈[0,s]

(θs)2
)
ds

)
.

Then Gronwall’s lemma gives

sup
t∈[0,T ]

(θt)2 ≤ C
(
1 + (θ0)2 + (θ∗)2 + ‖u‖2∞ + ‖b‖2∞

)
.

We have E(θ0)2,E(θ∗)2 ≤ C by assumption. Since {ut}t∈[0,T ] has covariance Cη(t, s) satisfying |Cη(t, s)| ≤
C|t−s| by the condition (32) defining S(T )cont, we have P[‖u‖∞ ≥ C+t] ≤ e−ct

2

for some constants C, c > 0
by a standard application of Dudley’s inequality [61, Theorem 8.1.6], so E‖u‖2∞ ≤ C. Similarly E‖b‖2∞ ≤ C,
so this gives

E‖θ‖2∞ ≤ C. (117)

By definition we have also

θt − θs =

∫ t

s

[
−δβ(θr − θ∗) + s(θr, αr) +

∫ r

0

Rη(r, r
′)(θr

′ − θ∗)dr′ + ur
]
dr +

√
2(bt − bs),

so

|θt − θs| ≤ C|t− s|α
(∫ t

s

(
1 + |θ∗|+ sup

r′∈[0,r]

|θr′ |+ |ur|
) 1

1−α

dr
)1−α

+
√
2|bt − bs|

≤ C′|t− s|α
(
1 + ‖θ‖∞ + ‖u‖∞ + ‖b‖α

)
.

Then
E‖θ‖2α ≤ C(1 + E‖θ‖2∞ + E‖u‖2∞ + E‖b‖2α) ≤ C′,

so
E‖θ − θ̃‖2∞ ≤ γ2α

E‖θ‖2α ≤ C′γ2α. (118)

Applying (117) and (118) to (116) shows
(III) ≤ Cγα.

Applying these bounds for (I), (II), and (III) to take the limit n, d → ∞ followed by γ → 0 in (112),
this shows that on the almost-sure event E ∩E ′∩E ′′ (which does not depend on f), for every pseudo-Lipschitz
function f : R× C([0, T ]) → R,

lim
n,d→∞

1

d

d∑

j=1

f(θ∗j , {θtj}t∈[0,T ]) = E[f(θ∗, {θt}t∈[0,T ])].
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This implies on E ∩ E ′ ∩ E ′′ that

1

d

d∑

j=1

δθ∗j ,{θtj}t∈[0,T ]

W2→ P(θ∗, {θt}t∈[0,T ]).

For the convergence for η, we note that ηti = e⊤i Xθt = e⊤i Xθt +
∫ t
0
e⊤i XF (θs, α̂s)ds+

√
2 e⊤i Xbt. Then

applying similar arguments as above, fixing any α ∈ (0, 1/2), on an almost-sure event we have for all large
n, d that

1

n

n∑

i=1

‖ηi‖2∞ ≤ C,
1

n

n∑

i=1

‖ηi‖2α ≤ Cγ2α.

For the DMFT process we have ηt = −β
∫ t
0 Rθ(t, s)(η

s + w∗ − ε)ds− wt, hence

(ηt)2 ≤ C
(
(w∗)2 + (wt)2 + ε2 +

∫ t

0

(ηs)2ds
)

so Gronwall’s lemma and a similar argument as above gives E‖η‖2∞ ≤ C. Also

|ηt − ηs| ≤ C|t− s|α
(∫ t

s

(
|w∗|+ |ε|+ |ηr |

) 1
1−α

dr
)1−α

+ |wt − ws| ≤ C′|t− s|α
(
|w∗|+ |ε|+ ‖η‖∞ + ‖w‖α

)

so
E‖η‖2α ≤ C

(
E(w∗)2 + Eε2 + E‖η‖2∞ + E‖w‖2α

)
.

We recall that {wt}t∈[0,T ] has covariance satisfying |Cθ(t, s)| ≤ C|t − s|, so P[‖w‖α > C + x] ≤ 2e−cx
2

for
some C, c > 0 (c.f. [62, Theorem 5.32]). Thus E‖η‖2α ≤ C. Applying these bounds, the same arguments as
above show the almost-sure convergence

1

n

n∑

i=1

δη∗i ,εi,{ηti}t∈[0,T ])
W2→ P(η∗, ε, {ηt}t∈[0,T ])

where we recall that η∗ on the right side is, by definition, η∗ = −w∗.

5 Convergence of the linear response

In this section, we prove Theorem 2.8. We assume throughout Assumptions 2.1, 2.2, 2.3 and the Hölder-
continuity conditions of Theorem 2.8. We first state and prove in Section 5.1 an analogue of Theorem 2.8 for
the discrete-time dynamics introduced previously in Section 4.1, and then analyze the discretization error
and complete the proof of Theorem 2.8 in Section 5.2.

5.1 Convergence of response functions for discrete dynamics

We recall the discrete, integer-indexed dynamics (55–56), which we reproduce here as

θt+1
γ = θtγ − γ

[
βX⊤(Xθtγ − y)− s(θtγ , α̂

t
γ)
]
+
√
2(bt+1

γ − btγ), ηtγ = Xθtγ

α̂t+1
γ = α̂tγ + γ · G

(
α̂tγ , P̂(θ

t
γ)
)
, P̂(θ) =

1

d

d∑

j=1

δθj . (119)

We first show an analogue of Theorem 2.8 for these discrete dynamics.
For any s ∈ Z+ and any j ∈ [d] or i ∈ [n], letting ej denote the jth standard basis vector in either Rd or

R
n, define two sets of perturbed dynamics

θt+1,(s,j),ε
γ = θt,(s,j),εγ − γ

[
βX⊤(Xθt,(s,j),εγ − y) − s(θt,(s,j),εγ , α̂t,(s,j),εγ )− εej1t=s

]
+
√
2(bt+1

γ − btγ)

α̂t+1,(s,j),ε
γ = α̂t,(s,j),εγ + γ · G

(
α̂t,(s,j),εγ , P̂(θt,(s,j),εγ )

)
, (120)
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and

θt+1,[s,i],ε
γ = θt,[s,i],εγ − γ

[
βX⊤(Xθt,[s,i],εγ − y)− s(θt,[s,i],εγ , α̂t,[s,i],εγ )− εX⊤ei1t=s

]
+
√
2(bt+1

γ − btγ)

α̂t+1,[s,i],ε
γ = α̂t,[s,i],εγ + γ · G

(
α̂t,[s,i],εγ , P̂(θt,[s,i],εγ )

)
(121)

with the same initial conditions as (119). We set

ηt,[s,i],εγ = Xθt,[s,i],εγ . (122)

Comparing with (119), these dynamics have a perturbation to the drift in the direction of ej or X
⊤ei at the

single time s ∈ Z+. Let R
γ
θ (t, s) = (Rγ

θ (t, s))
d
i,j=1 ∈ R

d×d and Rγ
η(t, s) = (Rγ

η(t, s))
n
i,j=1 ∈ R

n×n be matrices
of response functions defined by

(Rγ
θ (t, s))i,j = ∂ε|ε=0〈θt,(s,j),εγ,i 〉, (Rγ

η(t, s))i,j = δβ2 · ∂ε|ε=0〈ηt,[s,j],εγ,i 〉,

where 〈·〉 denotes the expectation over only the randomness of {btγ}t∈Z+ , i.e. conditional on (X, θ∗, ε) and

on the initial conditions (θ
0,(s,j),ε
γ , α̂

0,(s,j),ε
γ ) = (θ

0,[s,i],ε
γ , α̂

0,[s,i],ε
γ ) = (θ0, α̂0) ∈ R

d+K .
Recall also the discrete-time DMFT response functions Rγθ (t, s), R

γ
η (t, s) defined by (60) and (64). The

goal of this section is to prove the following analogue of the convergence statements for the response functions
in Theorem 2.8.

Lemma 5.1. For any fixed s, t ∈ Z+ with s < t, almost surely

lim
n,d→∞

1

d
TrRγ

θ (t, s) = Rγθ (t, s), lim
n,d→∞

1

n
TrRγ

η(t, s) = Rγη (t, s).

To ease notation, in the remainder of this section we will drop all subscripts γ and write simply θt = θtγ ,
α̂t = α̂tγ , b

t = btγ etc. to refer to the above discrete-time processes. We first establish in Section 5.1.1 a set
of dynamical cavity estimates, which we will then use to prove Lemma 5.1 in Section 5.1.2.

5.1.1 Dynamical cavity estimates

We introduce the following notations: For any j ∈ [d] and i ∈ [n], denote

θt = (θtj , θ
t
−j) ∈ R

d, θtj ∈ R, θt−j ∈ R
d−1,

ηt = (ηti ,η
t
−i) ∈ R

n, ηti ∈ R, ηt−i ∈ R
n−1,

where {θt,ηt}t∈Z+ are the components of the discrete-time process (119), and θt−j are the coordinates of θt

excluding the jth (and similarly for ηt).
We consider the following leave-one-out versions of (119): For j ∈ [d], let

X(j) = (Xik1k 6=j)i,k ∈ R
n×d, y(j) = X(j)θ∗ + ε ∈ R

n (123)

where X(j) denotes X with jth column set to 0. Define

θt+1,(j) = θt,(j) − γ
[
β(X(j))⊤(X(j)θt,(j) − y(j))− s(θt,(j), α̂t,(j))

]
+
√
2(bt+1 − bt) ∈ R

d

α̂t+1,(j) = α̂t,(j) + γ · G
(
α̂t,(j), P̂(θt,(j))

)
(124)

with initialization (θ0,(j), α̂0,(j)) = (θ0, α̂0), and write as above

θt,(j) = (θ
t,(j)
j , θ

t,(j)
−j ) ∈ R

d, θ
t,(j)
j ∈ R, θ

t,(j)
−j ∈ R

d−1.

We note that for convenience of the proof, we define θt,(j) to be of the same dimension as θ, where one may

check from (124) that the dynamics of θ
t,(j)
−j do not involve θ

t,(j)
j . Similarly, for i ∈ [n], let

X[i] = (Xkj1k 6=i)k,j ∈ R
n×d, y[i] = X[i]θ∗ + ε,
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where X[i] sets the ith row of X to 0. Define

θt+1,[i] = θt,[i] − γ
[
β(X[i])⊤(X[i]θt,[i] − y[i])− s(θt,[i], α̂t,[i])

]
+
√
2(bt+1 − bt) ∈ R

d

α̂t+1,[i] = α̂t,[i] + γ · G
(
α̂t,[i], P̂(θt,[i])

)
(125)

also with initialization (θ0,[i], α̂0,[i]) = (θ0, α̂0), and write as above

ηt,[i] = (η
t,[i]
i ,η

t,[i]
−i ) ∈ R

n, η
t,[i]
i ∈ R, η

t,[i]
−i ∈ R

n−1.

By construction, {θt,(j), α̂t,(j)} is independent of the jth column of X, and {θt,[i], α̂t,[i]} is independent of
the ith row of X.

The following lemma gives ℓ2 estimates on the original dynamics (119) as well as on its difference with
the cavity versions (124) and (125).

Lemma 5.2. Fix any T > 0. Then there exists a constant C > 0 (depending on T but not γ) such that for
any γ > 0, almost surely for all large n, d, we have for all 0 ≤ t ≤ T/γ and all j ∈ [d], i ∈ [n] that

‖θt‖√
d

+ ‖α̂t‖ ≤ C,
‖θt,(j)‖√

d
+ ‖α̂t,(j)‖ ≤ C,

‖θt,[i]‖√
d

+ ‖α̂t,[i]‖ ≤ C, (126)

|θt,(j)j | ≤ C(1 + |θ0j |+ max
t∈[0,T/γ]

|btj|), (127)

‖θt,(j) − θt‖ +
√
d ‖α̂t,(j) − α̂t‖ ≤ C(|θ0j |+ |θ∗j |+ max

t∈[0,T/γ]
|btj |+

√
log d), (128)

‖θt,[i] − θt‖ +
√
d ‖α̂t,[i] − α̂t‖ ≤ C(|εi|+

√
log d). (129)

Proof. Fixing a constant C0 > 0 large enough (depending on T ) and any γ > 0, define the event

E =
{
‖X‖op ≤ C0, ‖α̂0‖ ≤ C0, ‖θ∗‖2, ‖θ0‖2 ≤ C0

√
d, ‖ε‖2 ≤ C0

√
d,

max
t∈[0,T/γ]

‖bt‖2 ≤ C0

√
d for all large n, d

}
.

Note that we have bt ∼ N (0, tγI), so P[‖bt‖2 > C0

√
tγd] ≤ e−cd for some constants C0, c > 0 and all large

n, d by a chi-squared tail bound. Then, taking a union bound over all t ∈ [0, T/γ] ∩ Z+ and applying the
conditions of Assumption 2.1 together with the Borel-Cantelli lemma, we see that this event E holds almost
surely.

We restrict to the event E . Let C,C′ > 0 denote constants depending on C0, T (but not on γ) and
changing from instance to instance. For (126), we have by definition of {θt, α̂t} in (119) that

θt = θ0−γ

t−1∑

s=0

[
βX⊤(Xθs − y)− s(θs, α̂s)

]
+
√
2bt

α̂t = α̂0 + γ

t−1∑

s=0

G
(
α̂s, P̂(θs)

)
.

Applying the bounds for s(·) and G(·) in Assumptions 2.2 and 2.3 and the conditions of E ,

‖θt‖ ≤ Cγ

t−1∑

s=0

(
‖θs‖+

√
d ‖α̂s‖+

√
d
)
+ ‖θ0‖+

√
2 ‖bt‖

‖α̂t‖ ≤ Cγ

t−1∑

s=0

(
‖α̂s‖+ ‖θs‖/

√
d+ 1

)
+ ‖α̂0‖

so

1 +
‖θt‖√

d
+ ‖α̂t‖ ≤ Cγ

t−1∑

s=0

(
1 +

‖θs‖√
d

+ ‖α̂s‖
)
+ 1 +

‖θ0‖√
d

+ ‖α̂0‖+
√

2

d
‖bt‖.
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Iterating this bound over t shows

‖θt‖√
d

+ ‖α̂t‖ ≤ (1 + Cγ)t
[
1 +

‖θ0‖√
d

+ ‖α̂0‖+
√

2

d
max
s∈[0,t]

‖bs‖
]
≤ C′,

the last bound holding for t ≤ T/γ and on E . This establishes the first claim of (126). The other two claims of
(126) for the cavity dynamics hold by the same argument, noting that on E we have also ‖X(j)‖op, ‖X[i]‖op ≤
C0 for all j ∈ [d] and i ∈ [n].

For (127), we have by definition of (124) that

θ
t+1,(j)
j = θ

t,(j)
j + γ s(θ

t,(j)
j , α̂t,(j)) +

√
2(bt+1

j − btj).

Then

θ
t,(j)
j = θ0j + γ

t−1∑

s=0

s(θ
s,(j)
j , α̂t,(j)) +

√
2 btj

so applying the bound for s(·) in Assumption 2.2 and the bound ‖α̂t,(j)‖ ≤ C already shown in (126),

1 + |θt,(j)j | ≤ Cγ
t−1∑

s=0

(1 + |θs,(j)j |) + 1 + |θ0j |+
√
2 |btj|.

Iterating this bound gives, for all t ≤ T/γ,

1 + |θt,(j)j | ≤ (1 + Cγ)t(1 + |θ0j |+
√
2 max
s∈[0,t]

|btj|) ≤ C′(1 + |θ0j |+ max
t≤T/γ

|btj |)

which shows (127).
For (128), by definition,

θt+1 − θt+1,(j) =
(
I− γβX⊤X

)
θt −

(
I− γβX(j)⊤X(j)

)
θt,(j) + γβ

(
X⊤y −X(j)⊤y(j)

)

+ γ
(
s(θt, α̂t)− s(θt,(j), α̂t,(j))

)
.

Then, applying the Lipschitz bound for s(·) in Assumption 2.2 and the conditions defining E ,

‖θt+1 − θt+1,(j)‖ ≤ (1 + Cγ)‖θt − θt,(j)‖ + Cγ
√
d‖α̂t−1 − α̂t−1,(j)‖

+ Cγ
(
‖(X(j)⊤X(j) −X⊤X)θt,(j)‖ + ‖X⊤y −X(j)⊤y(j)‖

)
︸ ︷︷ ︸

:=∆t,j

. (130)

Similarly, by the Lipschitz bound for G(·) in Assumption 2.3,

‖α̂t+1 − α̂t+1,(j)‖ ≤ (1 + Cγ)‖α̂t − α̂t,(j)‖ + Cγ‖θt − θt,(j)‖/
√
d.

Combining the above two inequalities yields

‖θt+1 − θt+1,(j)‖ +
√
d‖α̂t+1 − α̂t+1,(j)‖ ≤ (1 + Cγ)

(
‖θt − θt,(j)‖ +

√
d‖α̂t − α̂t,(j)‖

)
+ Cγ∆t,j , (131)

and hence iterating this bound and using (θ0,(j), α̂0,(j)) = (θ0, α̂0), for any t ≤ T/γ,

‖θt − θt,(j)‖ +
√
d‖α̂t − α̂t,(j)‖ ≤

t−1∑

s=0

(1 + Cγ)s
t−1
max
s=0

Cγ∆s,j ≤ C′ t−1
max
s=0

∆s,j .

Let us now bound ∆t,j. Writing xj ∈ R
n for the jth column of X, we have X(j) = X − xje

⊤
j , hence

X⊤X−X(j)⊤X(j) = X⊤xje⊤j + ejx
⊤
j X− ejx

⊤
j xje

⊤
j , and

‖(X(j)⊤X(j) −X⊤X)θt,(j)‖ ≤ ‖X⊤xj‖|θt,(j)j |+ |x⊤
j Xθt,(j)|+ ‖X‖2op|θt,(j)j |

≤ C‖X‖2op|θt,(j)j |+ |x⊤
j X

(j)θt,(j)|. (132)
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Similarly, we have X⊤y −X(j)⊤y(j) = (X⊤X−X(j)⊤X(j))θ∗ + (X−X(j))⊤ε so

‖X⊤y −X(j)⊤y(j)‖ ≤ C‖X‖2op|θ∗j |+ |x⊤
j X

(j)θ∗|+ |x⊤
j ε|. (133)

By (127), we have |θt,(j)j | ≤ C(1 + |θ0j | + supt∈[0,T/γ] |btj |) for t ≤ ⌊T/γ⌋. Applying this in the above two
bounds yields, on E ,

∆t,j ≤ C
[
1 + |θ0j |+ |θ∗j |+ sup

t∈[0,T/γ]

|btj |+ |x⊤
j X

(j)θ∗|+ |x⊤
j X

(j)θt,(j)|+ |x⊤
j ε|

]
.

Define the additional event E ′ where

sup
j∈[d]

max
t∈[0,T/γ]

|x⊤
j X

(j)θ∗|+ |x⊤
j X

(j)θt,(j)|+ |x⊤
j ε| ≤ C0

√
log d for all large n, d.

Then the desired bound (128) holds for all large n, d on the event E ∩E ′, so it remains to show that E ′ holds
almost surely for sufficiently large C0 > 0. For each j ∈ [d] and t ∈ [0, T/γ], by independence between xj
and X(j), θt,(j), we have that x⊤

j X
(j)θt,(j) is subgaussian conditional on X(j)θt,(j), so

P

[
|x⊤
j X

(j)θt,(j)| ≥ C

√
‖X(j)θt,(j)‖ log d

d

]
≤ e−cd

for some constants C, c > 0 (conditional on X(j)θt,(j), and hence also unconditionally). Then, taking a union
bound over j ∈ [d] and t ∈ [0, T/γ] ∩ Z+ and applying the Borel-Cantelli lemma, almost surely for all large
n, d,

sup
j,t

|x⊤
j X

(j)θt,(j)| ≤ C sup
j,t

√
‖X(j)θt,(j)‖ log d

d
.

On the event E we have supj,t ‖X(j)θt,(j)‖ ≤ C
√
d by (126) already shown, so supj,t |x⊤

j X
(j)θt,(j)| ≤ C′√log d

a.s. for all large n, d. The terms |x⊤
j X

(j)θ∗| and |x⊤
j ε| are bounded similarly, verifying that E ′ holds almost

surely as claimed, and concluding the proof of (128).
For (129), similar to above, we have

‖θt+1 − θt+1,[i]‖ ≤ (1 + Cγ)‖θt − θt,[i]‖ + Cγ
√
d‖α̂t − α̂t,[i]‖

+ Cγ
(
‖X[i]⊤X[i] −X⊤X)θt,[i]‖ + ‖X⊤y −X[i]⊤y[i]‖

)

︸ ︷︷ ︸
∆t,i

,

‖α̂t+1 − α̂t+1,[i]‖ ≤ ‖α̂t − α̂t,[i]‖ + Cγ
(
‖α̂t − α̂t,[i]‖ + ‖θt − θt,[i]‖/

√
d
)
.

which implies

‖θt − θt,[i]‖ +
√
d ‖α̂t − α̂t,[i]‖ ≤ C

t−1
max
s=0

∆s,i.

Using X = X[i] + eix
⊤
i , where xi ∈ R

d now denotes (the transpose of) the ith row of X, we have X⊤X =
X[i]⊤X[i] + xix

⊤
i and X⊤y −X[i]⊤y[i] = xi(x

⊤
i θ

∗ + εi), so

∆t,i ≤ ‖X‖op
(
|x⊤
i θ

t,[i]|+ |x⊤
i θ

∗|+ |εi|
)
.

Using independence between xi and θt,[i], θ∗, we obtain as above that on an almost sure event E ′, for all
large n, d we have ∆t,i ≤ C(|εi|+

√
log d) for all t ∈ [0, T/γ]∩ Z+ and i ∈ [n], showing (129).

5.1.2 Proof of Lemma 5.1

Lemma 5.3. For any T > 0, on the event where ‖X‖op ≤ C0, there exists a constant C > 0 (depending on
T,C0 but not γ) such that

max
0≤s≤t≤T/γ

max
j∈[d]

[
‖∂ε|ε=0θ

t,(s,j),ε‖ +
√
d‖∂ε|ε=0α̂

t,(s,j),ε‖
]
≤ Cγ,

max
0≤s≤t≤T/γ

max
i∈[n]

[
‖∂ε|ε=0θ

t,[s,i],ε‖ +
√
d‖∂ε|ε=0α̂

t,[s,i],ε‖
]
≤ Cγ.
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Proof. For the first statement, we fix s, j, and shorthand θt,(s,j),ε, α̂t,(s,j),ε as θt,ε, α̂t,ε. By definition of the
process (120), we have for t ≥ s+ 1

∂ε|ε=0θ
t+1,ε =

(
I− γβX⊤X+ γDiag(∂θs(θ

t, α̂t))
)
∂ε|ε=0θ

t,ε + γ∇αs(θ
t, α̂t)∂ε|ε=0α̂

t,ε,

∂ε|ε=0α̂
t+1,ε =

(
1 + γdαG(α̂t, P̂(θt))

)
∂ε|ε=0α̂

t,ε + γdθG(α̂t, P̂(θt))∂ε|ε=0θ
t,ε.

Then applying the conditions for s(·) and G(·) in Assumptions 2.2 and 2.3 and ‖X‖op ≤ C0,

‖∂ε|ε=0θ
t+1,ε‖ ≤ (1 + Cγ)‖∂ε|ε=0θ

t,ε‖ + C
√
d‖∂ε|ε=0α̂

t,ε‖,
‖∂ε|ε=0α̂

t+1,ε‖ ≤ (1 + Cγ)‖∂ε|ε=0α̂
t,ε‖ + Cγ‖∂ε|ε=0θ

t,ε‖/
√
d,

where C > 0 is a constant independent of γ. Combining and iterating these inequalities yields, for all
t ∈ [s+ 1, T/γ],

‖∂ε|ε=0θ
t+1,ε‖ +

√
d‖∂ε|ε=0α̂

t+1,ε‖ ≤ (1 + Cγ)t−s
(
‖∂ε|ε=0θ

s+1,(s,j),ε‖ +
√
d‖∂ε|ε=0α̂

s+1,(s,j),ε‖
)
≤ C′γ,

(134)

using ∂ε|ε=0θ
s+1,(s,j),ε = γej and ∂ε|ε=0α̂

s+1,(s,j),ε = 0. This holds for all s ∈ [0, T/γ] and j ∈ [d], showing
the first claim. The proof of the second claim is analogous, and omitted for brevity.

Lemma 5.4. Let {θt, α̂t} be given by (119). For each t ∈ Z+ define the matrix

Ωt = I− γβX⊤X+ γDiag(∂θs(θ
t, α̂t)) ∈ R

d×d. (135)

Then for any fixed s, t ∈ [0, T/γ] with t ≥ s+ 1, almost surely

lim
n,d→∞

1

d

d∑

j=1

∂ε|ε=0θ
t,(s,j),ε
j − γ

d
Tr

(
Ωt−1 . . .Ωs+1

)
= 0

lim
n,d→∞

1

n

n∑

i=1

∂ε|ε=0η
t,[s,i],ε
i − γ

n
Tr

(
XΩt−1 . . .Ωs+1X⊤

)
= 0

where by convention we set Ωt−1 . . .Ωs+1 = I for t = s+ 1.

Proof. Let us denote

∇αs(θ
t, α̂t) =

(
∇αs(θ

t
i , α̂

t)⊤
)d
i=1

∈ R
d×K , rt,(s,j) = ∇αs(θ

t, α̂t)∂ε|ε=0α̂
t,(s,j),ε ∈ R

d.

Then
∂ε|ε=0θ

t+1,(s,j),ε =
(
I − γβX⊤X+ γ Diag(∂θs(θ

t, α̂t))
)

︸ ︷︷ ︸
Ωt

∂ε|ε=0θ
t,(s,j),ε + γrt,(s,j).

Iterating this identity with ∂ε|ε=0θ
s+1,(s,j),ε = γej shows

∂ε|ε=0θ
t,(s,j),ε = γΩt−1 . . .Ωs+1ej + γ

t−1∑

ℓ=s+1

Ωt−1 . . .Ωℓ+1rℓ,(s,j) (136)

(where Ωt−1 . . .Ωℓ+1 = I for ℓ = t− 1). This implies

1

d

d∑

j=1

∂ε|ε=0θ
t,(s,j),ε
j =

γ

d
Tr

(
Ωt−1 . . .Ωs+1

)
+

γ

d

t−1∑

ℓ=s+1

d∑

j=1

e⊤j Ω
t−1 . . .Ωℓ+1rℓ,(s,j). (137)

On an event where ‖X‖op ≤ C0 for all large n, d (which holds almost surely), by the Lipschitz continuity

of s(·) in Assumption 2.1 and bound in Lemma 5.3, we have ‖Ωt‖op ≤ C, ‖∇αs(θ
t, α̂t)‖F ≤ C

√
d, and
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‖∂ε|ε=0α̂
t,(s,j),ε‖ ≤ C/

√
d for all t, where C > 0 is a constant (possibly depending on γ) changing from

instance to instance. Then by Cauchy-Schwarz,

∣∣∣
d∑

j=1

e⊤j Ω
t−1 . . .Ωℓ+1rℓ,(s,j)

∣∣∣ ≤
√∥∥∥Ωt−1 . . .Ωℓ+1∇αs(θℓ, α̂ℓ)

∥∥∥
2

F
·

√√√√
d∑

j=1

‖∂ε|ε=0α̂ℓ,(s,j),ε‖2 ≤ C
√
d,

which implies that the second term of (137) converges to 0 a.s. as n, d → ∞. This proves the first claim.
The proof of the second claim is analogous, and omitted for brevity.

Let us now introduce a notation for the discrete DMFT response process (57) prior to taking an expec-
tation. Fixing a univariate process θ = {θt}t∈Z+ and R

K-valued process α = {αt}t∈Z+ as inputs, define the

following auxiliary process {r(θ,α)θ (t, s)}s<t:

r
(θ,α)
θ (t+ 1, s) =

{
γ for s = t,(
1− γδβ + γ∂θs(θ

t, αt)
)
r
(θ,α)
θ (t, s) + γ

∑t−1
ℓ=s+1 R

γ
η(t, ℓ)r

(θ,α)
θ (ℓ, s) for s < t.

(138)

Note that if the inputs {θt, αt} are given by the discrete-time DMFT processes defined in (57) and (60),
then

r
(θ,α)
θ (t, s) =

∂θtγ
∂usγ

, E[r
(θ,α)
θ (t, s)] = Rγθ (t, s)

which are precisely the auxiliary process defined in (58) and DMFT response function in (60). We will
instead consider (138) with inputs {θtj, α̂t}t∈Z+ given by the coordinates of {θt, α̂t} solving (119).

Lemma 5.5. Let {θt, α̂t}t∈Z+ be defined by (119), and let Rγθ (t, s) be the response function of its DMFT
limit defined in (60). Then for any fixed s, t ∈ Z+ with s < t, almost surely

lim
n,d→∞

1

d

d∑

j=1

r
(θj ,α̂)
θ (t, s) = Rγθ (t, s).

Proof. First note that by the Lipschitz bound for ∂θs(·) in Assumption 2.2, the a.s. convergence {α̂t} → {αt}
in Lemma 4.1, and a simple induction argument, we have almost surely

lim
n,d→∞

(1
d

d∑

j=1

r
(θj ,α̂)
θ (t, s)− 1

d

d∑

j=1

r
(θj ,α)
θ (t, s)

)
= 0.

By a similar induction argument using the boundedness and Lipschitz-continuity of ∂θs(·), for each fixed

s < t, the map (θ0j , . . . , θ
t
j) 7→ r

(θj ,α)
θ (t + 1, s) is Lipschitz for each j. Then by the empirical Wasserstein-2

convergence for θ0, . . . , θT in (66) of Lemma 4.1, almost surely

lim
n,d→∞

1

d

d∑

j=1

r
(θj ,α)
θ (t, s) = E[r

(θ,α)
θ (t, s)]

where the inputs (θ, α) on the right side are the discrete-time DMFT processes (57) and (60), and E[·] is the
expectation over their law. The lemma follows from noting that, by definition, Rγθ (t, s) = E[r

(θ,α)
θ (t, s)].

We now proceed to prove Lemma 5.1.

Proof of Lemma 5.1. For any fixed s, t ∈ Z+ with s < t, set also

rη(t, s) =
∂ηt

∂ws
= (δβ)−1Rγη(t, s)
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and define the error terms

E
t,(s,j)
θ = ∂ε|ε=0θ

t,(s,j),ε
j − r

(θj ,α̂)
θ (t, s), (139)

Et,[s,i]
η = ∂ε|ε=0η

t,[s,i],ε
i − β−1rη(t, s). (140)

We first prove by induction on t that for any p ≥ 1 and s, t ∈ Z+ with s < t, almost surely

lim
n,d→∞

1

d

d∑

j=1

|Et,(s,j)
θ |p = 0, lim

n,d→∞

1

n

n∑

i=1

|Et,[s,i]
θ |p = 0. (141)

Fixing any s ∈ Z+, the base case t = s+ 1 holds, as direct calculation via (120) shows that

∂ε|ε=0θ
s+1,(s,j),ε
j = γ = r

(θj ,α̂)
θ (s+ 1, s), j ∈ [d],

and similarly via (121),

∂ε|ε=0η
s+1,[s,i],ε
i = γ‖X⊤ei‖2 = γ + Es+1,[s,i]

η

where n−1
∑n

i=1 |E
s+1,[s,i]
η |p → 0 a.s. under Assumption 2.1 while rη(s+ 1, s) = βRγθ (s+ 1, s) = γβ.

Suppose by induction that (141) holds for this fixed s ∈ Z+ up to time t. Note that Lemmas 5.4 and 5.5
then imply, with the matrix Ωt defined in (135), for each s < t, almost surely

lim
n,d→∞

{
γ · 1

d
Tr

(
Ωt−1 . . .Ωs+1

)
,
1

d

d∑

j=1

∂ε|ε=0θ
t,(s,j),ε
j

}
= Rγθ (t, s),

lim
n,d→∞

{
γ · 1

n
Tr

(
XΩt−1 . . .Ωs+1X⊤

)
,
1

n

n∑

i=1

∂ε|ε=0η
t,[s,i],ε
i

}
= β−1rη(t, s) = (δβ2)−1Rγη(t, s).

(142)

Claim for ∂ε|ε=0θ
t,(s,j),ε
j . We establish the claim (141) for E

t+1,(s,j)
θ . Fixing both s ∈ Z+ and j ∈ [d],

let us shorthand θt,(s,d),ε as θt,ε and recall the notations θt = (θtj , θ
t
−j) from Section 5.1.1 where θtj is the

jth coordinate of θt. Writing correspondingly X = (xj ,X−j), we have

θ
t+1,ε
−j =

(
I− γβX⊤

−jX−j
)
θ
t,ε
−j − γβX⊤

−j(xjθ
t,ε
j − y) + γs(θt,ε−j, α̂

t,ε) +
√
2(bt+1

−j − bt−j)

θt+1,ε
j =

(
1− γβ‖xj‖2

)
θt,εj − γβx⊤

j (X−jθ
t,ε
−j − y) + γs(θt,εj , α̂t,ε) +

√
2(bt+1

j − btj)

α̂t+1,ε = α̂t,ε + γ · G(α̂t,ε, P̂(θt,ε))

Define

∇αs(θ
t, α̂t) =

(
∇αs(θ

t
i , α̂

t)⊤
)d
i=1

∈ R
d×K , rt = ∇αs(θ

t, α̂t)∂ε|ε=0α̂
t,ε ∈ R

d.

Then, taking the derivative of θt+1,ε
j in ε,

∂ε|ε=0θ
t+1,ε
j =

(
1− γβ‖xj‖2 + γ∂θs(θ

t
j , α̂

t)
)
∂ε|ε=0θ

t,ε
j + γrtj − γβx⊤

j X−j∂ε|ε=0θ
t,ε
−j. (143)

Taking the derivative of θt,ε−j in ε,

∂ε|ε=0θ
t,ε
−j =

(
I− γβX⊤

−jX−j + γ Diag(∂θs(θ
t−1
−j , α̂t−1))

)

︸ ︷︷ ︸
:=Ω

t−1
−j

∂ε|ε=0θ
t−1,ε
−j − γβX⊤

−jxj∂ε|ε=0θ
t−1,ε
j + γrt−1

−j .

Then, iterating this equality and using ∂ε|ε=0θ
s+1,(s,j),ε
−j = 0 gives

∂ε|ε=0θ
t,ε
−j = −γβ

t−1∑

k=s+1

Ωt−1
−j . . .Ωk+1

−j X⊤
−jxj · ∂ε|ε=0θ

k,ε
j + γ

t−1∑

k=s+1

Ωt−1
−j . . .Ωk+1,ε

−j rk−j .
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Plugging the above expression into (143), we have

∂ε|ε=0θ
t+1,ε
j =

(
1− γβ‖xj‖2 + γ∂θs(θ

t
j , α̂

t)
)
· ∂ε|ε=0θ

t,ε
j

︸ ︷︷ ︸
(Ij)

+ (γβ)2
t−1∑

k=s+1

x⊤
j X−jΩ

t−1
−j . . .Ωk+1

−j X⊤
−jxj · ∂ε|ε=0θ

k,ε
j︸ ︷︷ ︸

(IIj,k)

− γ2β

t−1∑

k=s+1

x⊤
j X−jΩ

t−1
−j . . .Ωk+1

−j rk−j︸ ︷︷ ︸
(IIIj,k)

+ γrtj︸︷︷︸
(IVj)

. (144)

Analysis of (Ij). We have

(Ij) = (1− γδβ + γ∂θs(θ
t
j , α̂

t))r
(θj ,α̂)
θ (t, s) + r

(j)
1 , (145)

where

r
(j)
1 = γβ(δ − ‖xj‖2)(∂ε|ε=0θ

t,ε
j ) +

(
1− γδβ + γ∂θs(θ

t
j , α̂

t)
)
E
t,(s,j)
θ .

For any p ≥ 1, by the induction hypothesis we have d−1
∑
j |E

t,(s,j)
θ |p → 0 a.s. By the conditions for X in

Assumption 2.1, d−1
∑

j |δ − ‖xj‖2|p → 0 a.s. By Lemma 5.3, maxj |∂ε|ε=0θ
t,ε
j | ≤ C a.s. for all large n, d,

while by Assumption 2.2, ∂θs(·) is also bounded. Combining these bounds gives d−1
∑
j |r

(j)
1 |p → 0 a.s. for

any p ≥ 1.

Analysis of (IIj,k). Let

Ω
t,(j)
−j = I− γβX⊤

−jX−j + γ Diag(∂θs(θ
t,(j)
−j , α̂t,(j)))

be the analogue of Ωt
−j defined by the cavity dynamics {θt,(j), α̂t,(j)}. We first show that a.s. for all large

n, d, we have for every j ∈ [d] that

|r(j,k)2,1 | :=
∣∣∣x⊤
j X−jΩ

t−1
−j . . .Ωk+1

−j X⊤
−jxj − x⊤

j X−jΩ
t−1,(j)
−j . . .Ω

k+1,(j)
−j X⊤

−jxj
∣∣∣

≤ C

√
log d

d

(
|θ0j |+ |θ∗j |+ max

u∈[0,t]
|buj |+

√
log d

)
. (146)

To see this, note that

|r(j,k)2,1 | ≤
t−1∑

ℓ=k+1

∣∣∣x⊤
j X−jΩ

t−1,(j)
−j . . .Ω

ℓ+1,(j)
−j (Ωℓ

−j −Ω
ℓ,(j)
−j )Ωℓ−1

−j . . .Ωk+1
−j X⊤

−jxj
∣∣∣

︸ ︷︷ ︸
:=T ℓ

(j,k)

.

Here Ωℓ
−j −Ω

ℓ,(j)
−j = γDiag(∂θs(θ

ℓ
−j, α̂

ℓ)− ∂θs(θ
ℓ,(j)
−j , α̂ℓ,(j))). Then we may bound

|T ℓ(j,k)| ≤ γ‖Ωℓ+1,(j)
−j . . .Ω

t−1,(j)
−j X⊤

−jxj‖∞ · ‖Ωℓ−1
−j . . .Ωk+1

−j X⊤
−jxj‖2 · ‖∂θs(θℓ−j, α̂ℓ)− ∂θs(θ

ℓ,(j)
−j , α̂ℓ,(j))‖2

≤ Cγ‖Ωℓ+1,(j)
−j . . .Ω

t−1,(j)
−j X⊤

−jxj‖∞ · ‖Ωℓ−1
−j ‖op . . . ‖Ωk+1

−j ‖op‖X⊤
−jxj‖2

· (‖θℓ,(j)−j − θℓ−j‖2 +
√
d‖α̂ℓ,(j) − α̂ℓ‖2). (147)

Since xj is independent of Ω
t,(j)
−j and X−j , we have by a subgaussian tail bound

P

[
e⊤i Ω

ℓ+1,(j)
−j . . .Ω

t−1,(j)
−j X⊤

−jxj ≥ C

√
log d

d
‖e⊤i Ωℓ+1,(j)

−j . . .Ω
t−1,(j)
−j X⊤

−j‖2
]
≤ e−cd
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for each i = 1, . . . , d and some constants C, c > 0. Then, taking a union bound and applying the Borel-
Cantelli lemma, almost surely for all large n, d,

sup
j,ℓ

‖Ωℓ+1,(j)
−j . . .Ω

t−1,(j)
−j X⊤

−jxj‖∞ ≤ sup
j,ℓ

C

√
log d

d
‖Ωℓ+1,(j)

−j ‖op . . . ‖Ωt−1,(j)
−j ‖op‖X−j‖op.

The right side is bounded by C′√(log d)/d on an almost-sure event where ‖X‖op ≤ C0 holds for all large
n, d. Then, applying this to (147) and applying also Lemma 5.2 to bound the last term of (147), this shows
(146). By the conditions of Assumption 2.1 and the tail estimates of the Brownian motion in Lemma 4.7,

this bound (146) in turn implies d−1
∑

j |r
(j,k)
2,1 |p → 0 a.s. for any p ≥ 1.

Now consider

r
(j,k)
2,2 := x⊤

j X−jΩ
t−1,(j)
−j . . .Ω

k+1,(j)
−j X⊤

−jxj −
1

d
Tr

(
X−jΩ

t−1,(j)
−j . . .Ω

k+1,(j)
−j X⊤

−j

)
.

Since xj is independent of Ω
t,(j)
−j and X−j , the Hanson-Wright inequality yields

P

[
|r(j,k)2,2 | ≥ max

(C
√
log d

d
‖W‖F ,

C log d

d
‖W‖op

)]
≤ e−cd

for some C, c > 0, where W = X−jΩ
t−1,(j)
−j . . .Ω

k+1,(j)
−j X⊤

−j . Again taking a union bound over j ∈ [d] and

applying ‖W‖op ≤ C0 and ‖W‖F ≤ C0

√
d a.s. for all large n, d, this implies d−1

∑
j |r

(j,k)
2,2 |p → 0 a.s. for any

p ≥ 1.
Finally, let X(j) ∈ R

n×d be the embedding of X−j with jth column set to 0 as defined in (123), and let

Ωt,(j) = I− γβX(j)⊤X(j) + γDiag(∂θs(θ
t,(j), α̂t,(j))) ∈ R

d×d.

Consider

r
(j,k)
2,3 :=

1

d
Tr

(
X−jΩ

t−1,(j)
−j . . .Ω

k+1,(j)
−j X⊤

−j

)
− 1

d
Tr

(
XΩt−1 . . .Ωk+1X⊤

)

=
1

d
Tr

(
X(j)Ωt−1,(j) . . .Ωk+1,(j)X(j)⊤

)
− 1

d
Tr

(
XΩt−1 . . .Ωk+1X⊤

)

=
1

d
Tr

(
X(j)Ωt−1,(j) . . .Ωk+1,(j)(X(j) −X)⊤

)

+

t−1∑

ℓ=k+1

1

d
Tr

(
X(j)Ωt−1,(j) . . .Ωℓ+1,(j)(Ωℓ −Ωℓ,(j))Ωℓ−1 . . .Ωk+1X⊤

)

+
1

d
Tr

(
(X(j) −X)Ωt−1 . . .Ωk+1X⊤

)

Almost surely for all large n, d, for every j ∈ [d] we have ‖X(j) −X‖F = ‖xj‖ ≤ C and

‖Ωt,(j) −Ωt‖F ≤ γβ‖X(j)⊤X(j) −X⊤X‖F + γ‖∂θs(θt,(j), α̂t,(j))− ∂θs(θ
t, α̂t)‖

≤ C
(
1 + |θ0j |+ |θ∗j |+ max

u∈[0,t]
|buj |+

√
log d

)
,

the second inequality applying the Lipschitz continuity of s(·) in Assumption 2.2 and Lemma 5.2. Then,
applying Tr(A−B)C ≤ ‖A−B‖F‖C‖F ≤

√
d ‖A−B‖F‖C‖op, we obtain a.s. for all large n, d that for every

j ∈ [d],

|r(j,k)2,3 | ≤ C√
d

(
1 + |θ0j |+ |θ∗j |+ max

u∈[0,t]
|buj |+

√
log d

)
,

which implies as above that d−1
∑
j |r

(j,k)
2,3 |p → 0 a.s. for any p ≥ 1.
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Combining these bounds for r
(j,k)
2,1 , r

(j,k)
2,2 , r

(j,k)
2,3 , the second statement of (142) for almost sure convergence

of d−1 Tr(XΩt−1 . . .Ωk+1X⊤), the induction hypothesis for approximation of ∂ε|ε=0θ
k,ε
j by r

(θj ,α̂)
θ , and the

bound |∂ε|ε=0θ
k,ε
j | ≤ C a.s. for all large n, d by Lemma 5.3, we get that

(IIj,k) =
1

γβ2
Rγη (t, k)r

(θj ,α̂)
θ (k, s) + r

(j,k)
2 (148)

where d−1
∑

j |r
(j,k)
2 |p → 0 a.s. for any p ≥ 1.

Analysis of (IIIj,k). We apply a similar leave-one-out argument as above. Let

r
t,(j)
−j = ∇αs(θ

t,(j)
−j , α̂t,(j))∂ε|ε=0α̂

t,ε ∈ R
d−1.

(Note that we replace only the first factor ∇αs(θ
t,(j)
−j , α̂t,(j)) by the cavity dynamics, leaving the second factor

unchanged.) Then
∣∣∣x⊤
j X−jΩ

t−1
−j . . .Ωk+1

−j rk−j − x⊤
j X−jΩ

t−1,(j)
−j . . .Ω

k+1,(j)
−j r

k,(j)
−j

∣∣∣

≤
t−1∑

ℓ=k+1

∣∣∣x⊤
j X−jΩ

t−1,(j)
−j . . .Ω

ℓ+1,(j)
−j (Ωℓ

−j −Ω
ℓ,(j)
−j )Ωℓ−1

−j . . .Ωk+1
−j rk−j

∣∣∣
︸ ︷︷ ︸

:=u(j,k)

+
∣∣∣x⊤
j X−jΩ

t−1,(j)
−j . . .Ω

k+1,(j)
−j (rk−j − r

k,(j)
−j )

∣∣∣
︸ ︷︷ ︸

:=v(j,k)

. (149)

We note that a.s. for all large n, d, we have ‖rk‖ ≤ C
√
d · C/

√
d ≤ C′ by the Lipschitz bound for s(·) in

Assumption 2.2 and Lemma 5.3. Then, using similar arguments as in the analysis of r
(j,k)
2,1 above, we have

d−1
∑

j |u(j,k)|p → 0 a.s. for any p ≥ 1. For the second term, we have

v(j,k) =
∣∣∣x⊤
j X−jΩ

t−1,(j)
−j . . .Ω

j+1,(j)
−j

(
∇αs(θ

k
−j , α̂

k)−∇αs(θ
k,(j)
−j , α̂k,(j))

)
∂ε|ε=0α̂

k,ε
∣∣∣

≤ C‖xj‖‖X−j‖op‖Ωt−1,(j)
−j ‖op . . . ‖Ωk+1,(j)

−j ‖op(‖θk−j − θ
k,(j)
−j ‖ +

√
d‖α̂k − α̂k,(j)‖)‖∂ε|ε=0α̂

k,ε‖,

which satisfies d−1
∑
j |v(j,k)|p → 0 a.s. for all p ≥ 1 by Lemmas 5.2 and 5.3. Thus

x⊤
j X−jΩ

t−1
−j . . .Ωk+1

−j rk−j = x⊤
j X−jΩ

t−1,(j)
−j . . .Ω

k+1,(j)
−j r

k,(j)
−j + r

(j,k)

where d−1
∑

j |r(j,k)|p → 0 a.s. On the other hand, we have

∣∣∣x⊤
j X−jΩ

t−1,(j)
−j . . .Ω

k+1,(j)
−j r

k,(j)
−j

∣∣∣ =
∣∣∣x⊤
j X−jΩ

t−1,(j)
−j . . .Ω

k+1,(j)
−j ∇αs(θ

k,(j)
−j , α̂k,(j)) · ∂ε|ε=0α̂

k,ε
∣∣∣

≤ ‖x⊤
j X−jΩ

t−1,(j)
−j . . .Ω

k+1,(j)
−j ∇αs(θ

k,(j)
−j , α̂k,(j))‖‖∂ε|ε=0α̂

k,ε‖.

Since X−j ,Ω
t,(j)
−j , θ

k,(j)
−j , α̂k,(j) are all independent of xj , a subgaussian tail bound and union bound shows,

a.s. for all large n, d, that for every j ∈ [d],

‖x⊤
j X−jΩ

t−1,(j)
−j . . .Ω

k+1,(j)
−j ∇αs(θ

k,(j)
−j , α̂k,(j))‖ ≤ C

√
log d.

Since ‖∂ε|ε=0α̂
k,ε‖ ≤ C/

√
d by Lemma 5.3, this shows

(IIIj,k) = r
(j,k)
3 (150)

where limn,d→∞ d−1
∑d

j=1 |r
(j,k)
3 |p = 0 a.s. for any p ≥ 1.
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Analysis of (IVj). By Assumption 2.2 and Lemma 5.3, |(IVj)| ≤ γ‖∇αs(θ
t
j , α̂

t)‖‖∂ε|ε=0α̂
t,ε‖ ≤ C/

√
d a.s.

for all large n, d, hence

(IVj) = r
(j)
4 (151)

where limn,d→∞ d−1
∑d

j=1 |r
(j)
4 |p = 0 a.s. for any p ≥ 1.

Applying (145), (148), (150), and (151) back to (144),

∂ε|ε=0θ
t+1,ε
j =

(
1− γδβ + γ∂θs(θ

t
j , α̂

t)
)
r
(θj ,α̂)
θ (t, s) + γ

t−1∑

k=s+1

Rγη(t, k)r
(θj ,α̂)
θ (k, s) + E

t+1,(s,j)
θ

= r
(θj ,α̂)
θ (t+ 1, s) + E

t+1,(s,j)
θ

where limn,d→∞ d−1
∑d

j=1 |E
t+1,(s,j)
θ |p = 0 a.s. for each p ≥ 1, concluding the proof the inductive claim (141)

for E
t+1,(s,j)
θ .

Claim for ∂ε|ε=0η
t,[s,i],ε
i . We now show the claim (141) for E

t+1,[s,i]
η . Again fixing s ∈ Z+ and i ∈ [n],

let us shorthand ηt,[s,i],ε and θt,[s,i],ε as ηt,ε and θt,ε. Let us write ηt = (ηti ,η
t
−i) as in Section 5.1.1, and

write correspondingly y = (yi,y−i), ε = (εi, ε−i), and X = [xi,X
⊤
−i]

⊤ where xi ∈ R
d denotes now (the

transpose of) the ith row of X, and X−i ∈ R
(n−1)×d. Then

θt+1,ε = θt,ε + γ
[
−β

(
X⊤

−i(X−iθ
t,ε − y−i) + xi(η

t,ε
i − yi)

)
+ s(θt,ε, α̂t,ε)

]
+
√
2(bt+1 − bt)

ηt+1,ε
i = ηt,εi + γ

[
−βx⊤

i

(
X⊤

−i(X−iθ
t,ε − y−i) + xi(η

t,ε
i − yi)

)
+ x⊤

i s(θ
t,ε, α̂t,ε)

]
+
√
2x⊤

i (b
t+1 − bt)

α̂t+1,ε = α̂t,ε + γ · G(α̂t,ε, P̂(θt,ε)).

Set
rt = ∇αs(θ

t, α̂t)∂ε|ε=0α̂
t,ε ∈ R

d.

Then, taking the derivative of ηt+1,ε
i yields

∂ε|ε=0η
t+1,ε
i =

(
1− γβ‖xi‖2

)
∂ε|ε=0η

t,ε
i + x⊤

i

(
−γβX⊤

−iX−i + γDiag(∂θs(θ
t, α̂t))

)
∂ε|ε=0θ

t,ε + γx⊤
i r

t.

(152)

Taking derivative of θt,ε yields

∂ε|ε=0θ
t,ε =

(
I− γβX⊤

−iX−i + γDiag(∂θs(θ
t−1, α̂t−1))

)

︸ ︷︷ ︸
:=Ω

t−1
−i

∂ε|ε=0θ
t−1,ε − γβxi∂ε|ε=0η

t−1,ε
i + γrt−1.

Iterating this equality and using ∂ε|ε=0θ
s+1,[s,i],ε = γxi gives

∂ε|ε=0θ
t,ε = γΩt−1

−i . . .Ωs+1
−i xi − γβ

t−1∑

k=s+1

Ωt−1
−i . . .Ωk+1

−i xi · ∂ε|ε=0η
k,ε
i + γ

t−1∑

k=s+1

Ωt−1
−i . . .Ωk+1

−i rk.

Plugging the above expression into (152), we have

∂ε|ε=0η
t+1,ε
i =

(
1− γβ‖xi‖2

)
∂ε|ε=0η

t,ε
i

︸ ︷︷ ︸
(Ii)

+γ x⊤
i (Ω

t
−i − I)Ωt−1

−i . . .Ωs+1
−i xi︸ ︷︷ ︸

(IIi)

− γβ

t−1∑

k=s+1

x⊤
i (Ω

t
−i − I)Ωt−1

−i . . .Ωk+1
−i xi · ∂ε|ε=0η

k,ε
i︸ ︷︷ ︸

(IIIi,k)

+γ

t−1∑

k=s+1

x⊤
i (Ω

t
−i − I)Ωt−1 . . .Ωk+1rk

︸ ︷︷ ︸
(IV )i,k

+ γx⊤
i r

t

︸ ︷︷ ︸
(Vi)

.

(153)
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The arguments to analyze these terms are similar to the above, and we will omit some details.

Analysis of (Ii). By the induction hypothesis and concentration of ‖xi‖2 around 1,

(Ii) = (1− γβ)β−1rη(t, s) + r
[i]
1 (154)

where n−1
∑n

i=1 |r
[i]
1 |p → 0 a.s. for any p ≥ 1.

Analysis of (IIi). Let Ω
t,[i]
−i = I− γβX⊤

−iX−i+ γDiag(∂θs(θ
t,[i], α̂t,[i])) with θt,[i], α̂t,[i] given by the cavity

dynamics of (125). Set

r
[i]
2,1 = x⊤

i Ω
t−1
−i . . .Ωs+1

−i xi − x⊤
i Ω

t−1,[i]
−i . . .Ω

s+1,[i]
−i xi

r
[i]
2,2 = x⊤

i Ω
t−1,[i]
−i . . .Ω

s+1,[i]
−i xi −

1

d
TrΩ

t−1,[i]
−i . . .Ω

s+1,[i]
−i

r
[i]
2,3 =

1

d
TrΩ

t−1,[i]
−i . . .Ωs+1

−i − 1

d
TrΩt−1 . . .Ωs+1,[i].

Then the same arguments above yield n−1
∑n
i=1 |r

[i]
2,j |p → 0 for each j = 1, 2, 3. Applying the same arguments

for t in place of t− 1, and the first statement of (142) for both t and t− 1,

(IIi) = γ−1Rγθ (t+ 1, s)− γ−1Rγθ (t, s) + r
[i]
2 (155)

where n−1
∑n

i=1 |r
[i]
2 |p → 0 a.s.

Analysis of (IIIi,k), (IVi,k), and (Vi). Similar arguments as above show

(IIIi,k) = (γβ)−1Rγθ (t+ 1, k)rη(k, s)− (γβ)−1Rγθ (t, k)rη(k, s) + r
[i,k]
3 (156)

(IV )i,k = r
[i,k]
4 (157)

(V )i = r
[i]
5 (158)

where n−1
∑n

i=1 |r
[i,k]
3 |p → 0, n−1

∑n
i=1 |r

[i,k]
4 |p → 0, and n−1

∑n
i=1 |r

[i]
5 |p → 0 a.s.

Applying (154), (155), (156), (157), and (158) back to (153), for an error term E
t+1,[s,i]
η satisfying

n−1
∑n
i=1 |E

t+1,[s,i]
η |p → 0 a.s., we have

∂ε|ε=0η
t+1,ε
i = (1− γβ)β−1rη(t, s) +Rγθ (t+ 1, s)−Rγθ (t, s)

−
t−1∑

k=s+1

(Rγθ (t+ 1, k)−Rγθ (t, s))rη(k, s) + Et+1,[s,i]
η

=
[
−γrη(t, s) +Rγθ (t+ 1, s)−

t−1∑

k=s+1

Rγθ (t+ 1, k)rη(k, s)
]

+
[
β−1rη(t, s)−Rγθ (t, s) +

t−1∑

k=s+1

Rγθ (t, k)rη(k, s)
]

︸ ︷︷ ︸
=0

+Et+1,[s,i]
η

= Rγθ (t+ 1, s)−
t∑

k=s+1

Rγθ (t+ 1, k)rη(k, s) + Et+1,[s,i]
η

= β−1rη(t+ 1, s) + Et+1,[s,i]
η .

This shows the inductive claim (141) for E
t+1,[s,i]
η , and hence concludes the induction.
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To conclude the proof, by boundedness of ∂θs(·) and the definition (138), d−1
∑d
j=1 r

(θj ,α̂)
θ (t, s) is bounded

by a constant. Furthermore, by the expansion (137) and its following arguments (which hold also at non-

zero ε > 0), on the event ‖X‖op ≤ C0, we have that d−1
∑d
j=1 ∂εθ

t,(s,j),ε
j is also bounded by a constant for

all sufficiently small ε ≥ 0. Then, writing 〈·〉 for the expectation over only the discrete Brownian motion
{bt}t∈Z+ , we may apply the dominated convergence theorem to the first statement of (141) to get, almost
surely,

lim
n,d→∞

d−1 TrRθ(t, s) = lim
n,d→∞

1

d

d∑

j=1

∂ε|ε=0〈θt,(s,j),εj 〉 = lim
n,d→∞

1

d

d∑

j=1

〈∂ε|ε=0θ
t,(s,j),ε
j 〉

= lim
n,d→∞

1

d

d∑

j=1

〈r(θj ,α)θ (t, s)〉 = Rγθ (t, s),

the last equality holding by Lemma 5.5. Similarly we may apply the dominated convergence theorem to the
second statement of (141) to get, almost surely,

lim
n,d→∞

n−1TrRη(t, s) = lim
n,d→∞

δβ2 · 1
n

n∑

i=1

∂ε|ε=0〈ηt,[s,i],εi 〉 = lim
n,d→∞

δβ · 1
n

n∑

i=1

〈rη(t, s)〉 = Rγη(t, s),

concluding the proof.

5.2 Discretization of Langevin response function

In the following, we denote x = (θ, α̂) ∈ R
d+K and consider (4–5) as a joint diffusion in the variables

xt = (θt, α̂t). Let u : Rd+K → R
d+K and M ∈ R

(d+K)×(d+K) be defined by

u(x) = u(θ, α̂) =
(
−βX⊤(Xθ − y) +

(
s(θj , α̂)

)d
j=1

, G(α̂, P̂(θ))
)

M = Diag(Id×d, 0K×K)
(159)

Given an initial condition x0 ∈ R
d+K , we consider the continuous-time dynamics for xt ∈ R

d+K and
Vt ∈ R

(d+K)×(d+K) defined by

xt = x0 +

∫ t

0

u(xs)ds+
√
2Mbt

Vt = Id+K +

∫ t

0

[du(xs)Vs]ds (160)

where du(x) ∈ R
(d+K)×(d+K) is the derivative of u(·) at x. We consider also a piecewise-constant version of

these dynamics

x̄tγ = x+

∫ ⌊t⌋

0

u(x̄sγ)ds+
√
2Mb⌊t⌋

V̄t
γ = Id+K +

∫ ⌊t⌋

0

[du(x̄sγ)V̄
s
γ ]ds (161)

where ⌊t⌋ ∈ γZ+ is as previously defined in (92). We note that the process xt = (θt, α̂t) in (160) is precisely
our adaptive Langevin process of interest (4–5). Similarly, the process x̄tγ in (161) is the piecewise-constant
embedding from Section 4.3 of the discrete dynamics for xtγ = (θtγ , α̂

t
γ) which we have rewritten in (119).

Denoting [t] = ⌊t⌋ /γ ∈ Z+ as in (92), we have

x̄tγ = x[t]
γ = (θ[t]

γ , α̂[t]
γ ) for all t ≥ 0. (162)

Throughout, we will write 〈·〉x0 for expectations only over the Brownian motion bt, i.e. conditional onX, θ∗, ε
and the initial condition x0.
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Lemma 5.6. Let us write the block forms

Vt =

(
Ut ∗
Wt ∗

)
, V̄t

γ =

(
Ūt
γ ∗

W̄t
γ ∗

)
, du(xt) =

(
Jt1 Jt2
Jt3 Jt4

)
, du(x̄tγ) =

(
J̄tγ,1 J̄tγ,2
J̄tγ,3 J̄tγ,4

)

with blocks of sizes d and K. Fixing any T > 0, on the event {‖X‖op ≤ C0, ‖y‖ ≤ C0

√
d}, there is a constant

C > 0 (depending on T,C0 but not on γ) such that for any γ > 0, we have

sup
t∈[0,T ]

‖Jt1‖op, ‖J̄tγ,1‖op ≤ C, sup
t∈[0,T ]

‖Jt2‖F , ‖J̄tγ,2‖F ≤ C
√
d,

sup
t∈[0,T ]

‖Jt3‖F , ‖J̄tγ,3‖F ≤ C/
√
d, sup

t∈[0,T ]

‖Jt4‖F , ‖J̄tγ,4‖F ≤ C,
(163)

sup
t∈[0,T ]

{‖Ut‖op,
√
d‖Wt‖F , ‖Ūt

γ‖op,
√
d‖W̄t

γ‖F } ≤ C, (164)

sup
t∈[0,T ]

‖Ūt+γ
γ − Ūt

γ‖op ≤ Cγ, sup
t∈[0,T ]

‖W̄t+γ
γ − W̄t

γ‖F ≤ Cγ/
√
d. (165)

Furthermore, for some ι : R+ → R+ satisfying limγ→0 ι(γ) = 0 and for any initial condition x0 = (θ0, α̂0),

sup
t∈[0,T ]

〈‖Jt1 − J̄tγ,1‖F 〉x0√
d

,
〈‖Jt2 − J̄tγ,2‖F 〉x0√

d
,
√
d〈‖Jt3 − J̄tγ,3‖F 〉x0 , 〈‖Jt4 − J̄tγ,4‖F 〉x0 ≤ ι(γ)

(‖θ0‖√
d

+ ‖α̂0‖ +1
)
.

(166)

Proof. For (163), we have by definition that

Jt1 = −βX⊤X+Diag
[(

∂θs(θ
t
j , α̂

t)
)d
j=1

]
, Jt2 =

(
∇αs(θ

t
j , α̂

t)⊤
)d
j=1

,

Jt3 = dθG(α̂t,P(θt)), Jt4 = dαG(α̂t,P(θt)),

and similarly for J̄tγ,1, J̄
t
γ,2, J̄

t
γ,3, J̄

t
γ,4. Then the desired bounds (163) hold on the event where ‖X‖op ≤ C0,

by Assumptions 2.2 and 2.3 for the derivatives of s(·) and G(·).
For (164), let us first prove the bounds for the discrete dynamics ‖Ūγ‖op and ‖W̄γ‖F . By definition, for

each t ∈ γZ+,

Ūt+γ
γ = (I+ γJ̄tγ,1)Ū

t
γ + γJ̄tγ,2W̄

t
γ , W̄t+1

γ = γJ̄tγ,3Ū
t
γ + (I+ γJ̄tγ,4)W̄

t
γ . (167)

Then applying (163),

‖Ūt+γ
γ ‖op ≤ (1 + Cγ)‖Ūt

γ‖op + Cγ
√
d‖W̄t

γ‖F , ‖W̄t+γ
γ ‖F ≤ Cγ√

d
‖Ūt

γ‖op + (1 + Cγ)‖W̄t
γ‖F ,

which further implies that

‖Ūt+γ
γ ‖op +

√
d‖W̄t+γ

γ ‖F ≤ (1 + 2Cγ)
(
‖Ūt

γ‖op +
√
d‖W̄t

γ‖F
)
.

Iterating this bound from the initial conditions Ū0
γ = Id and W̄0

γ = 0K×d shows (164) for Ūt
γ ,W̄

t
γ and all

t ≤ T . For the continuous version ‖Ut‖op and ‖Wt‖F , note that analogously

Ut = U0 +

∫ t

0

(Js1U
s + Js2W

s)ds, Wt = W0 +

∫ t

0

(Js3U
s + Js4W

s)ds

so d
dt (‖Ut‖op +

√
d‖Wt‖F ) ≤ C(‖Ut‖op +

√
d‖Wt‖F ). Then (164) follows by Gronwall’s lemma.

For (165), we have by (167) and (163)

‖Ūt+γ
γ − Ūt

γ‖op ≤ γ
(
‖J̄tγ,1‖op‖Ūt

γ‖op + ‖J̄tγ,2‖F ‖W̄t
γ‖F

)
≤ Cγ,

‖W̄t+γ
γ − W̄t

γ‖F ≤ γ
(
‖J̄tγ,3‖F ‖Ūt

γ‖op + ‖J̄tγ,4‖F ‖W̄t
γ‖F

)
≤ Cγ/

√
d.
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For (166), we have by the Lipschitz continuity of s(·) in Assumption 2.2 that Jt1 − J̄tγ,1 is diagonal with

‖Jt1 − J̄tγ,1‖F ≤ C(‖θt − θ̄tγ‖ +
√
d‖α̂t − ¯̂α

t
γ‖). Next using the arguments that led to (109), we have that on

the event {‖X‖op ≤ C0, ‖y‖ ≤ C0

√
d}, with x0 = (θ0, α̂0),

〈‖θt‖〉x0 + 〈‖θ̄tγ‖〉x0 +
√
d〈‖α̂t‖〉x0 +

√
d〈‖ ¯̂αtγ‖〉x0 ≤ C(‖θ0‖ +

√
d‖α̂0‖ +

√
d) (168)

and

〈‖θt − θ̄tγ‖〉x0 +
√
d〈‖α̂t − ¯̂α

t
γ‖〉x0 ≤ ι(γ)(‖θ0‖ +

√
d‖α̂0‖ +

√
d). (169)

This implies the desired bound for 〈‖Jt1 − J̄tγ,1‖F 〉x, and a similar argument leads to the bound for 〈‖Jt2 −
J̄tγ,2‖F 〉x. Next, by the derivative bounds for G(·) in Assumption 2.3, we have ‖J3

t − J̄tγ,3‖F ≤ C(‖θt −
θ̄tγ‖/d+ ‖α̂t − ¯̂α

t
γ‖/

√
d) and ‖Jt4 − J̄tγ,4‖F ≤ C(‖θt − θ̄tγ‖/

√
d+ ‖α̂t − ¯̂α

t
γ‖), hence the desired bounds also

follow by (169).

Lemma 5.7. Define

E = {‖X‖op ≤ C0, ‖y‖ ≤ C0

√
d, ‖θ0‖ ≤ C0

√
d, ‖α̂0‖ ≤ C0 for all large n, d}. (170)

Fixing any T > 0, there exists a constant C > 0 (depending on T,C0 but not on γ) and a function ι : R+ →
R+ satisfying limγ→0 ι(γ) = 0, such that on E, for any γ > 0 and all 0 ≤ s ≤ t ≤ T ,

|d−1 TrRθ(t, s)− d−1γ−1 TrRγ
θ ([t] + 1, [s])| ≤ ι(γ) (171)

|n−1 TrRη(t, s)− n−1γ−1 TrRγ
η([t] + 1, [s])| ≤ ι(γ). (172)

Proof. Discretization of Rθ. Let {P γt }t∈Z+ be the Markov semigroup for the discrete dynamics (119), i.e.
P γt f(x) = 〈f(xtγ)〉x. Then applying Proposition A.4, for any s, t ∈ Z+ with s < t,

∂ε|ε=0〈θt,(s,j),εγ,j 〉x = γP γs+1∂jP
γ
t−s−1ej(x).

This implies, for the given initial condition of the dynamics x0 = (θ0, α̂0), that

γ−1TrRγ
θ (t, s) =

d∑

j=1

P γs+1∂jP
γ
t−s−1ej(x

0).

Let {Pt}t≥0 analogously denote the Markov semigroup of the continuous dynamics (4–5), i.e. Ptf(x) =
〈f(xt)〉x. Then applying Proposition A.1, for any s, t ∈ R+ with s ≤ t,

TrRθ(t, s) =

d∑

j=1

Ps∂jPt−sej(x
0).

Thus, for all s, t ∈ R+ with s ≤ t,

∣∣∣TrRθ(t, s)− γ−1 TrRγ
θ ([t] + 1, [s])

∣∣∣ =
∣∣∣
d∑

j=1

Ps∂jPt−sej(x
0)−

d∑

j=1

P γ[s]+1∂jP
γ
[t]−[s]ej(x

0)
∣∣∣

≤
∣∣∣Ps

( d∑

j=1

∂jPt−sej −
d∑

j=1

∂jP
γ
[t]−[s]ej

)
(x0)

∣∣∣
︸ ︷︷ ︸

(I)

+
∣∣∣(Ps − P γ[s]+1)

( d∑

j=1

∂jP
γ
[t]−[s]ej

)
(x0)

∣∣∣
︸ ︷︷ ︸

(II)

.
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Bound of (I). By Proposition A.2(c),
∑d

j=1 ∂jPt−sej(x) =
∑d
j=1〈(Vt−s)jj〉x, where {xt,Vt}t≥0 are the

solution to (160) with initial condition x0 = x. Similarly, by Lemma A.5 and the identification (162),∑d
j=1 ∂jP

γ
[t]−[s]ej(x) =

∑d
j=1〈(V̄

⌊t⌋−⌊s⌋
γ )jj〉x, where {x̄tγ , V̄t

γ}t≥0 are the solution to (161). Let us write

Vt =

(
Ut ∗
Wt ∗

)
, V̄t

γ =

(
Ūt
γ ∗

W̄t
γ ∗

)
, du(xt) =

(
Jt1 Jt2
Jt3 Jt4

)
, du(x̄tγ) =

(
J̄tγ,1 J̄tγ,2
J̄tγ,3 J̄tγ,4

)

with blocks of sizes d and K. Then

∣∣∣
d∑

j=1

∂jPt−sej(x)− ∂jP
γ
[t]−[s]ej(x)

∣∣∣ =
∣∣∣〈TrUt−s − Tr Ū⌊t⌋−⌊s⌋

γ 〉x
∣∣∣

≤
√
d〈‖Ut−s − Ūt−s

γ ‖F 〉x + d〈‖Ūt−s
γ − Ū⌊t⌋−⌊s⌋

γ ‖op〉x. (173)

Since |(t − s) − (⌊t⌋ − ⌊s⌋)| ≤ Cγ, the second term satisfies ‖Ūt−s − Ūt−s‖op ≤ Cγ by (165). For the first
term, note that by definition

Ut = U0 +

∫ t

0

(Js1U
s + Js2W

s)ds, Wt = W0 +

∫ t

0

(Js3U
s + Js4W

s)ds,

Ūt
γ = U0 +

∫ ⌊t⌋

0

(J̄sγ,1Ū
s
γ + J̄sγ,2W̄

s
γ)ds, W̄t

γ = W0 +

∫ ⌊t⌋

0

(J̄sγ,3Ū
s
γ + J̄sγ,4W̄

s
γ)ds.

Hence

〈‖Ut − Ūt
γ‖F 〉x ≤

∫ ⌊t⌋

0

[
〈‖Js1 − J̄sγ,1‖F‖Us‖op〉x + 〈‖J̄sγ,1‖op‖Us − Ūs

γ‖F 〉x

+ 〈‖Js2 − J̄sγ,2‖F ‖Ws‖F 〉x + 〈‖J̄sγ,2‖F ‖Ws − W̄s
γ‖F 〉x

]
ds

+

∫ t

⌊t⌋

[
〈‖Js1‖F ‖Us‖op〉x + 〈‖Js2‖F ‖Ws‖F 〉x

]
ds

Let C,C′ > 0 be constants depending on T but not γ, and let ι(γ), ι′(γ) be constants depending also on
γ and satisfying ι(γ), ι′(γ) → 0 as γ → 0, all changing from instance to instance. By Lemma 5.6, with
x = (θ, α̂), we have

‖Us‖op ≤ C,
√
d‖Ws‖F ≤ C, ‖Js1‖op, ‖J̄sγ,1‖op ≤ C, ‖Js2‖F , ‖J̄sγ,2‖F ≤ C

√
d,

〈‖Js1 − J̄sγ,1‖F 〉x ≤ ι(γ)(‖θ‖+
√
d‖α̂‖+

√
d), 〈‖Js2 − J̄sγ,2‖F 〉x ≤ ι(γ)(‖θ‖+

√
d‖α̂‖+

√
d),

hence

〈‖Ut − Ūt
γ‖F 〉x ≤ C

∫ t

0

(
〈‖Us − Ūs

γ‖F 〉x +
√
d〈‖Ws − W̄s

γ‖F 〉x
)
ds+ ι(γ)(‖θ‖+

√
d‖α̂‖+

√
d). (174)

Next we have

〈‖Wt − W̄t
γ‖F 〉x ≤

∫ ⌊t⌋

0

[
〈‖Js3 − J̄sγ,3‖F‖Us‖op〉x + 〈‖J̄sγ,3‖F ‖Us − Ūs

γ‖F 〉x

+ 〈‖Js4 − J̄sγ,4‖F ‖Ws‖F 〉x + 〈‖J̄sγ,4‖F ‖Ws − W̄s
γ‖F 〉x

]
ds

+

∫ t

⌊t⌋

[
〈‖Js3‖F ‖Us‖op〉x + 〈‖Js4‖F ‖Ws‖F 〉x

]
ds.

By Lemma 5.6, we have also

‖Js3‖F , ‖J̄sγ,3‖F ≤ C/
√
d, ‖Js4‖F , ‖J̄sγ,4‖F ≤ C,
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d〈‖Js3 − J̄sγ,3‖F 〉x ≤ ι(γ)(‖θ‖+
√
d‖α̂‖+

√
d),

√
d‖Js4 − J̄sγ,4‖F ≤ ι(γ)(‖θ‖+

√
d‖α̂‖+

√
d),

which implies that

√
d〈‖Wt − W̄t

γ‖F 〉x ≤ C

∫ t

0

(〈‖Us − Ūs‖F 〉x +
√
d〈‖Ws − W̄s‖F 〉x)ds+ ι(γ)

(‖θ0‖√
d

+ ‖α̂0‖+ 1
)
. (175)

Combining (174) and (175) yields

〈‖Ut − Ūt
γ‖F +

√
d‖Wt − W̄t

γ‖F 〉x

≤ C

∫ t

0

(〈‖Us − Ūs
γ‖F +

√
d‖Ws − W̄s

γ‖F 〉x)ds+ ι(γ)(‖θ‖+
√
d‖α̂‖+

√
d),

so Gronwall’s lemma gives supt∈[0,T ]〈‖Ut − Ūt
γ‖F 〉x +

√
d〈‖Wt − W̄t

γ‖F 〉x ≤ ι(γ)(‖θ‖+
√
d‖α̂‖+

√
d).

Hence the bound (173) reads, for x = (θ, α̂),

∣∣∣
d∑

j=1

∂jPt−sej(x)− ∂jP
γ
[t]−[s]−1ej(x)

∣∣∣ ≤ ι(γ)(
√
d‖θ‖+ d‖α̂‖+ d). (176)

Applying this with x = xs = (θs, α̂s), this implies that

(I) ≤ ι(γ)(
√
d〈‖θs‖〉x0 + d〈‖α̂s‖〉x0 + d) ≤ ι(γ)d,

the last step using the bound (168) and conditions for (θ0, α̂0) on the event (170).

Bound of (II). Let f(x) =
∑d
j=1 ∂jP

γ
[t]−[s]ej(x). We first establish a Lipschitz bound for f: Let {x̄tγ , V̄t

γ}t∈Z+

and {x̃tγ , Ṽt
γ}t∈Z+ be defined by (161) with initializations x = (θ, α̂) and x̃ = (θ̃, ˜̂α) respectively, coupled by

the same Brownian motion. We write 〈·〉 for the average over this Brownian motion, and denote by Ũt
γ ,W̃

t
γ

and J̃tγ,1, J̃
t
γ,2, J̃

t
γ,3, J̃

t
γ,4 the blocks of Ṽt

γ and du(x̃tγ). Then, using f(x) = 〈Tr Ūτ
γ〉 with τ = ⌊t⌋ − ⌊s⌋ as

established above,

|f(x) − f(x̃)| ≤ |〈Tr Ūτ
γ − Tr Ũτ

γ〉| ≤
√
d〈‖Ūτ

γ − Ũτ
γ‖F 〉. (177)

We apply a similar argument as in term (I), noting that

‖Ūt+γ
γ − Ũt+γ

γ ‖F ≤ γ‖J̄tγ,1 − J̃tγ,1‖F ‖Ūt
γ‖op + (1 + γ‖J̃tγ,1‖op)‖Ūt

γ − Ũt
γ‖F

+ γ‖J̄tγ,2 − J̃tγ,2‖F ‖W̄t
γ‖F + γ‖J̃tγ,2‖F‖W̄t

γ − W̃t
γ‖F ,

‖W̄t+γ
γ − W̃t+γ

γ ‖F ≤ γ‖J̄tγ,3 − J̃tγ,3‖F ‖Ūt
γ‖op + γ‖J̃tγ,3‖F ‖Ūt

γ − Ũt
γ‖F

+ γ‖J̄tγ,4 − J̃tγ,4‖F ‖W̄t
γ‖F + (1 + γ‖J̃tγ,4‖F )‖W̄t

γ − W̃t
γ‖F .

By Lemma 5.6, we have ‖Ūt
γ‖op,

√
d‖W̄t

γ‖F ≤ C, and ‖J̃tγ,1‖op,
‖J̃t

γ,2‖F√
d

,
√
d‖J̃tγ,3‖F , ‖J̃tγ,4‖F ≤ C. Further-

more similar arguments to (166) in Lemma 5.6 show that

〈‖J̄tγ,1 − J̃tγ,1‖F 〉, 〈‖J̄tγ,2 − J̃tγ,2‖F 〉, d〈‖J̄tγ,3 − J̃tγ,3‖F 〉,
√
d〈‖J̄tγ,4 − J̃tγ,4‖F 〉

≤ C
〈
‖θ̄t − θ̃t‖+

√
d‖ ¯̂αt − ˜̂α

t‖
〉
≤ C′

(
‖θ − θ̃‖+

√
d‖α̂− ˜̂α‖

)
,

the quantities in the last expression denoting the differences in initial conditions. Hence

〈‖Ũt+γ
γ − Ūt+γ

γ ‖F +
√
d‖W̄t+γ

γ − W̃t+γ
γ ‖F 〉

≤ (1 + Cγ)〈‖Ūt
γ − Ũt

γ‖F +
√
d‖W̄t

γ − W̃t
γ‖F 〉+ Cγ

(
‖θ − θ̃‖+

√
d‖α̂− ˜̂α‖

)
.

Iterating this bound gives 〈‖Ūτ
γ − Ũτ

γ‖F 〉 ≤ C(‖θ − θ̃‖ +
√
d‖α̂ − ˜̂α‖), which applied to (177) yields our

desired Lipschitz bound
|f(x) − f(x̃)| ≤ C

√
d(‖θ − θ̃‖+

√
d‖α̂− ˜̂α‖).
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Then, writing x0 = (θ0, α̂0) for the original initial conditions,

(II) =
∣∣∣(Ps − P γ[s]+1)f(x

0)
∣∣∣ =

∣∣∣〈f(xs)〉x0 − 〈f(x̄⌊s⌋+γ
γ )〉x0

∣∣∣ ≤ C
√
d〈‖θs − θ̄⌊s⌋+γ

γ ‖ +
√
d‖α̂s − ¯̂α

⌊s⌋+γ
γ ‖〉x0

where we couple {(θt, α̂t)}t≥0 and {θ̄tγ, ¯̂α
t
γ}t≥0 by the same Brownian motion. Bounding

〈‖θs − θ̄⌊s⌋+γ
γ ‖〉x0 ≤ 〈‖θs − θ̄sγ‖〉x0 + 〈‖θ̄sγ − θ̄⌊s⌋+γ

γ ‖〉x0

and similarly for α̂, and then applying (168) and (169), we obtain on the event (170) that

〈‖θs − θ̄⌊s⌋+γ
γ ‖ +

√
d‖α̂s − ¯̂α

⌊s⌋+γ
γ ‖〉x0 ≤ ι(γ)(‖θ0‖+

√
d‖α̂0‖+

√
d) ≤ Cι(γ)

√
d.

Hence also
(II) ≤ ι(γ)d.

The proof of (171) is completed by combining the bounds for (I) and (II).

Discretization of Rη. Let P γt and Pt be the discrete and continuous Markov semigroups defined above.
Let xi(θ, α̂) = e⊤i Xθ. Introduce the matrix E ∈ R

d×(d+K) defined by E(θ, α̂) = θ, so that this reads
xi(x) = e⊤i XEx for x = (θ, α̂). Then for any s, t ∈ Z+ with s < t, Proposition A.4 gives

∂ε|ε=0〈ηt,[s,i],εi 〉x = γP γs+1e
⊤
i XE∇P γt−s−1xi(x).

Let us introduce the shorthand P γt (x) = 〈xtγ〉x as a map P γt : Rd+K → R
d+K , so P γt xi(x) = e⊤i XEP γt (x).

Denote also dP γt (·) : Rd+K → R
(d+K)×(d+K) as the derivative of this map x 7→ P γt (x). Then the above may

be written as

∂ε|ε=0〈ηt,[s,i],εi 〉x = γP γs+1

(
e⊤i XEdP γt−s−1(·)⊤E⊤X⊤ei

)
(x),

implying that

γ−1TrRγ
η(t, s) = δβ2

n∑

i=1

P γs+1

(
e⊤i XEdP γt−s−1(·)⊤E⊤X⊤ei

)
(x0) = δβ2P γs+1 Tr

[
dP γt−s−1(·)E⊤X⊤XE

]
(x0).

By Proposition A.1, we have analogously for any s, t ∈ R+ with s ≤ t that

TrRη(t, s) = δβ2PsTr
[
dPt−s(·)E⊤X⊤XE

]
(x0).

Hence for all s, t ∈ R+ with s ≤ t,
∣∣∣TrRη(t, s)− γ−1TrRγ

η([t] + 1, [s])
∣∣∣

= δβ2

[ ∣∣∣PsTr
[(

dPt−s(·) − dP γ[t]−[s](·)
)
E⊤X⊤XE

]
(x0)

∣∣∣
︸ ︷︷ ︸

(I)

+
∣∣∣(Ps − P γ[s]+1)Tr

[
dP γ[t]−[s](·)E⊤X⊤XE

]
(x0)

∣∣∣
︸ ︷︷ ︸

(II)

]
.

Bound of (I). Note that by Proposition A.2(c), Tr dPt−s(x)E⊤X⊤XE = 〈TrVt−sE⊤X⊤XE〉x = 〈TrUt−s ·
X⊤X〉x, where {xt,Vt}t≥0 follow the dynamics (160) andUt as before is the upper-left block ofVt. Similarly,

Lemma A.5 yields that Tr dP γ[t]−[s](x)E
⊤X⊤XE = 〈Tr V̄⌊t⌋−⌊s⌋

γ E⊤X⊤XE〉x = 〈Tr Ū⌊t⌋−⌊s⌋
γ X⊤X〉x, where

{x̄tγ , V̄t
γ}t≥0 follow (161). Hence, with x = (θ, α̂),

∣∣∣Tr
(
dPt−s(x) − dP γ[t]−[s](x)

)
E⊤X⊤XE

∣∣∣ = 〈Tr(Ut−s − Ū⌊t⌋−⌊s⌋
γ )X⊤X〉x

≤
√
d‖X‖2op〈‖Ut−s − Ū⌊t⌋−⌊s⌋

γ ‖F 〉x
≤ ι(γ)(

√
d‖θ‖ + d‖α̂‖ + d)
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using the preceding bounds leading to (176). Then applying this with x = xs shows (I) ≤ ι(γ)d.

Bound of (II). Let f(x) = Tr dP γ[t]−[s](x)E
⊤X⊤XE = Tr〈Ūτ

γ〉xX⊤X, where τ = ⌊t⌋ − ⌊s⌋. By the same

arguments as above,

|f(x) − f(x̃)| ≤ C
√
d(‖θ − θ̃‖+

√
d‖α̂− ˜̂α‖),

leading to (II) ≤ ι(γ)d. Combining these bounds for (I) and (II) shows (172).

We now conclude the proof of Theorem 2.8.

Proof of Theorem 2.8. The claims for d−1 TrCθ(t, s), d
−1 TrCθ(t, ∗), and n−1 TrCη(t, s) follow immediately

from the definitions of these quantities, Corollary 2.6 applied with fθ(θ
s, θt) = θsθt, fθ(θ

∗, θt) = θ∗θt,
fη(η

∗, ε, ηs, ηt) = δβ2(ηs − η∗ − ε)(ηt − η∗ − ε), and an application of the dominated convergence theorem
to take expectations over {bt}t∈[0,T ] in the almost-sure convergence statements of Corollary 2.6.

For the claim for d−1 TrRθ(t, s), for any s, t ∈ [0, T ] with s ≤ t, by Lemma 5.7, almost surely

lim sup
n,d→∞

∣∣∣1
d
TrRθ(t, s)−

1

γ
· 1
d
TrRγ

θ ([t] + 1, [s])
∣∣∣ ≤ ι(γ).

By Lemma 5.1 and the identification (99) of Lemma 4.3, almost surely

lim
n,d→∞

1

γ
· 1
d
TrRγ

θ ([t] + 1, [s]) =
1

γ
Rγθ ([t] + 1, [s]) = R̄γθ (t+ γ, s).

The bound (104) implies uniform convergence of R̄γθ (t, s) to Rγθ (t, s) as γ → 0, and Rγθ (t, s) is continuous in
s, t by Theorem 2.4 and the definition of the space Scont. Thus

lim
γ→0

|R̄γθ (t+ γ, s)−Rθ(t, s)| = 0.

Then, taking the limit n, d → ∞ followed by γ → 0 shows almost surely

lim
n,d→∞

∣∣∣1
d
TrRθ(t, s)−Rθ(t, s)

∣∣∣ = 0.

The proof of the claim for n−1TrRη(t, s) is the same.

A Existence of linear response functions

A.1 Continuous dynamics

Fix any dimension m ≥ 1, and consider the function classes

A =
{
f : Rm → R twice continuously-differentiable : ∇f(x),∇2f(x) are globally bounded

}
,

B =
{
f : Rm → R

m twice continuously-differentiable :

∇fi(x),∇2fi(x) are globally bounded and Hölder-continuous for each i = 1, . . . ,m
}
.

We consider a general stochastic diffusion over xt ∈ R
m given by

dxt = u(xt)dt+
√
2M dbt (178)

where bt ∈ R
m is a standard Brownian motion, u(·) a Lipschitz drift function, andM ∈ R

m×m a deterministic
diffusion coefficient matrix. We note that the joint evolution of xt = (θt, α̂t) in (4–5) is of this form, with
m = d +K and with u(·) and M as defined in (159). The conditions of Theorem 2.8 ensure that this drift
function u(·) satisfies u ∈ B.

We prove in this section the following result:
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Proposition A.1. Suppose u ∈ B, and let {xt}t≥0 be the solution of (178) with initial condition x0 = x.
For any a ∈ A, b ∈ B, and x ∈ R

m, define

R(t, s) = Ps
(
b⊤∇Pt−sa

)
(x) (179)

where Ptf(x) = E[f(xt) | x0 = x]. Then {R(t, s)}0≤s≤t is the unique continuous function for which the
following holds:

Let h : [0,∞) → R be any continuous bounded function, and for each ε > 0 let {xt,ε}t≥0 be the solution
of the perturbed dynamics

dxt,ε =
(
u(xt,ε) + εh(t)b(xt,ε)

)
dt+

√
2M dbt (180)

with the same initial condition x0,ε = x. Then for any t > 0,

lim
ε→0

1

ε

(
E[a(xt,ε) | x0,ε = x]− E[a(xt) | x0 = x]

)
=

∫ t

0

R(t, s)h(s)ds.

Statements similar to Proposition A.1 have been established in [55, 56]. Our setting here is somewhat
non-standard, in that M may be rank-degenerate, so the PDE describing the law of {xt}t≥0 is not uniformly
elliptic. We show Proposition A.1 in two steps, first deriving regularity estimates for the Markov semigroup
{Pt}t≥0 in such settings using the results of [63], and then applying the proof idea of [56, Theorem 3.9] with
these regularity estimates in place of the Schauder estimates derived therein from uniform ellipticity.

We will write
Ptf(x) = 〈f(xt)〉x0=x = E[f(xt) | x0 = x] (181)

for the Markov semigroup associated to (178). When the initial condition x0 = x is clear from context, we
will abbreviate 〈f(xt)〉 = 〈f(xt)〉x0=x. We denote the infinitesimal generator L of this semigroup by

Lf(x) = u(x)⊤∇f(x) + TrMM⊤∇2f(x). (182)

Throughout this section, constants C,C′, c > 0 may depend on the dimension m and the functions u, a, b.

Proposition A.2. Suppose the assumptions of Proposition A.1 hold. Let ui : R
m → R be the ith coordinate

of u, and let ∂jui and ∂j∂kui be its first-order and second-order partial derivatives.

(a) For each x ∈ R
m, the diffusion (178) has a unique solution {xt}t≥0 with initial condition x0 = x.

Furthermore, there exists a modification xt(x) of this solution for each initial condition x0 = x such that
xt(x) is jointly continuous in (t,x) and twice continuously-differentiable in x.

(b) For every i = 1, . . . ,m, let xti(x) be the ith coordinate of xt(x), and let vti(x) = ∇xti(x) ∈ R
m and

Ht
i(x) = ∇2xti(x) ∈ R

m×m be its gradient and Hessian in x. Then (vti(x),H
t
i(x)) are solutions to the

first and second variation processes
{
dvti =

∑m
j=1 ∂jui(x

t(x)) · vtj dt
dHt

i =
(∑m

j,k=1 ∂j∂kui(x
t(x)) · vtjvt⊤k +

∑m
j=1 ∂jui(x

t(x)) ·Ht
j

)
dt

(183)

with initial conditions v0
i (x) = ei (the ith standard basis vector in R

m) and H0
i (x) = 0.

Furthermore ‖vti(x)‖2, ‖Ht
i(x)‖op ≤ eCt for some C > 0 and all x ∈ R

m and t ≥ 0.

(c) For any f ∈ A, the map (t,x) 7→ Ptf(x) is continuously-differentiable in t and twice continuously-
differentiable in x, and furthermore ∇Ptf(x),∇2Ptf(x) are uniformly bounded over t ∈ [0, T ] and
x ∈ R

m for any fixed T > 0. For any t ≥ 0 and initial condition x0 = x, letting (xt,vti,H
t
i) ≡

(xt(x),vti(x),H
t
i(x)) be as defined in parts (a) and (b), we have

∇Ptf(x) =

〈 m∑

j=1

∂jf(x
t)vtj

〉

∇2Ptf(x) =

〈 m∑

j,k=1

∂j∂kf(x
t)vtjv

t⊤
k +

m∑

j=1

∂jf(x
t)Ht

j

〉 (184)

and
∂tPtf(x) = PtLf(x) = LPtf(x). (185)
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Proof. Since the coordinates of u ∈ B are Lipschitz with bounded and Hölder-continuous first and second
derivatives, part (a) follows directly from [63, Theorems II.1.2, II.3.3].

For part (b), since u ∈ B has bounded and Hölder-continuous first derivative, [63, Theorem II.3.1] shows
that xt(x) has derivative Vt(x) = dxx

t ∈ R
m×m solving the first-variation equation

dVt = [du(xt)]Vtdt, V0 = I.

Noting that vti = ∇xti(x) is (the transpose of) the ith row of Vt, this gives the first equation of (183) with
initial condition v0

i = ei. Next, consider the joint diffusion

d(xt,Vt) = P (xt,Vt)dt+
√
2(M dbt, 0), P (x,V) =

(
u(x), [du(x)]V

)
.

The condition u ∈ B implies also that P (x,V) has bounded and Hölder-continuous first derivative dP (x,V),
which we identify as a square matrix of dimension (m + m2) × (m + m2) under the vectorization of V.
Then [63, Theorem II.3.1] applied again shows that (xt(x),Vt(x)) has derivative Ut = d(x,V)(x

t,Vt) ∈
R

(m+m2)×(m+m2) solving the second-variation equation

dUt = [dP (xt,Vt)]Utdt, U0 = I. (186)

Noting thatHt
i = ∇2xti(x) is the block ofUt corresponding to dxv

t
i , and that the block corresponding to dxx

t

is Vt, one may check that the restriction of (186) to the dxv
t
i block gives exactly the second equation of (183)

with initialization H0
i = 0. If C > 0 is an upper bound for supx∈Rm ‖du(x)‖op and supx∈Rm ‖dP (x,V)‖op,

then integrating these equations gives ‖Vt‖op ≤ eCt‖V0‖op = eCt and ‖Ut‖op ≤ eCt‖U0‖op = eCt, which
implies the bounds for vti and Ht

i.
For part (c), consider any f ∈ A. Applying (b) and the chain rule,

∇xf(x
t(x)) =

m∑

j=1

∂jf(x
t)vti

∇2
xf(x

t(x)) =

m∑

j,k=1

∂j∂kf(x
t)vtjv

t⊤
k +

m∑

j=1

∂jf(x
t)Ht

j .

(187)

By parts (a–b) and the condition f ∈ A, for any T > 0, the right sides of (187) are uniformly bounded and
continuous in (t,x) over t ∈ [0, T ]. Then dominated convergence implies that Ptf(x) is twice continuously-
differentiable in x, that ∇Ptf(x) = ∇x〈f(xt)〉x0=x = 〈∇xf(x

t(x))〉 and ∇2Ptf(x) = ∇2
x〈f(xt)〉x0=x =

〈∇2
x
f(xt(x))〉, and that these are also uniformly bounded and continuous over t ∈ [0, T ] and x ∈ R

m.
For the derivative in t, by Itô’s formula

f(xt) = f(x) +

∫ t

0

Lf(xs)ds+

∫ t

0

∇f(xs)⊤
√
2M dbs

where L is the generator defined in (182). Since ∇f(xs) is bounded over s ∈ [0, t] and xs is adapted to the
filtration of {bs}, the last term is a martingale, so taking expectations gives

Ptf(x) = 〈f(xt)〉 = f(x) +

∫ t

0

〈Lf(xs)〉ds.

Hence, differentiating in t, for any t > 0 we have

∂tPtf(x) = 〈Lf(xt)〉 = PtLf(x). (188)

By Jensen’s inequality, for any s, t ≥ 0, we have

〈(PsLf(xt))2〉 ≤ 〈Lf(xt+s)2〉 = 〈(u(xt+s)⊤∇f(xt+s) + TrMM⊤∇2f(xt+s))2〉 ≤ C(1 + 〈‖xt+s‖22〉),

the last inequality holding for some C > 0 by boundedness of∇f,∇2f and the Lipschitz continuity of u. Then
[63, Theorem II.2.1] implies that PsLf(x

t(x)) is uniformly bounded in L2 over compact domains of s, t ≥ 0
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and of the initial condition x ∈ R
m, and hence is also uniformly integrable over these domains. This uniform

integrability for s = 0 and dominated convergence shows that 〈Lf(xt)〉 in (188) is continuous in (t,x), and
hence Ptf is continuously-differentiable in t. Taking the limit t → 0 in (188), also Lf(x) = limt→0 ∂tPtf(x).
Then applying this with Ptf ∈ A in place of f ,

LPtf(x) = lim
s→0

∂sPt+sf(x) = lim
s→0

∂s〈Psf(xt)〉
(∗)
= 〈Lf(xt)〉 = PtLf(x).

Here, to justify (∗), we note that ∂sPsf(x
t) = PsLf(x

t) by (188), so (∗) follows from uniform integrability
of this quantity and dominated convergence to take the limit lims→0 ∂s〈Psf(xt)〉 = lims→0〈PsLf(xt)〉 =
〈Lf(xt)〉. Combining with (188), this shows all claims about ∂tPtf in part (c).

Now consider the perturbed dynamics (180) for any ε > 0. Let us denote the perturbed drift as

uε(t,x) = u(x) + εh(t)b(x).

For any t ≥ s ≥ 0, we define its (time inhomogeneous) Markov semigroup and infinitesimal generator

P εs,tf(x) = 〈f(xt)〉xs=x = E[f(xt) | xs = x], Lεtf(x) = uε(t,x)⊤∇f(x) + TrMM⊤∇2f(x).

The following extends the semigroup regularity estimates of Proposition A.2 to this perturbed process.

Proposition A.3. Suppose the assumptions of Proposition A.1 hold. Then for any f ∈ A, the map
(s, t,x) 7→ P εs,tf(x) is continuously-differentiable in (s, t) and twice continuously-differentiable in x, and
furthermore ∇P εs,tf(x),∇2P εs,tf(x) are uniformly bounded over s, t ∈ [0, T ] and x ∈ R

m for any fixed T > 0.
We have

∂tP
ε
s,tf(x) = P εs,tL

ε
tf(x), ∂sP

ε
s,tf(x) = −LεsP

ε
s,tf(x). (189)

Proof. We omit the superscript ε and write xt ≡ xt,ε. The same arguments as in Proposition A.2 using [63,
Theorems II.1.2, II.3.1, II.3.3] show, for each s ≥ 0 and x ∈ R

m, there exists a modification {xt(s,x)}t≥s
of the solution to (180) with initial condition xs = x, such that xt(s,x) is jointly continuous in (s, t,x) and
twice continuously-differentiable in x. Each component xti(s,x) of this solution has gradient vti = ∇xx

t
i(s,x)

and Hessian Ht
i = ∇2

x
xti(s,x) solving

{
dvti =

∑m
j=1 ∂ju

ε
i (t,x

t(s,x)) · vtj dt
dHt

i =
(∑m

j,k=1 ∂j∂ku
ε
i (t,x

t(s,x)) · vtjvtk
⊤
+
∑m

j=1 ∂ju
ε
i (t,x

t(s,x)) ·Ht
j

)
dt

with initial conditions vsi (s,x) = ei and Hs
i (s,x) = 0. Furthermore, ‖vti(s,x)‖2, ‖Ht

i(s,x)‖op ≤ eC(t−s) for
some C > 0 and all x ∈ R

m and t ≥ s ≥ 0.
Then for any f ∈ A, the same dominated convergence argument as in Proposition A.2 shows that P εs,tf(x)

is twice continuously-differentiable in x, where its first and second derivatives are uniformly bounded and
continuous in (s, t,x) over s, t ∈ [0, T ] and may be computed by differentiating in x under the integral.
The same argument as in Proposition A.2 using Itô’s formula shows also that P εs,tf(x) is continuously-
differentiable in t, with

∂tP
ε
s,tf(x) = P εs,tL

ε
tf(x) = 〈Lεtf(xt)〉xs=x.

For the derivative in s, we have by Itô’s formula for any h > 0,

P εs−h,sf(x) = 〈f(xs)〉xs−h=x = f(x) +

∫ s

s−h
〈Lεrf(xr)〉xs−h=x dr.

The same argument as in Proposition A.2 shows that Lεtf(x
t(s,x)) is uniformly integrable over compact

domains of t ≥ s ≥ 0 and of x ∈ R
m, so by dominated convergence we have limh↓0, r↑s〈Lεrf(xr)〉xs−h=x =

Lεs(x). So taking the limit h → 0 above and rearranging shows

Lεsf(x) = lim
h↓0

P εs−h,sf(x)− f(x)

h
. (190)
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Then for any s ≤ t, applying this to P εs,tf ∈ A in place of f gives

lim
h↓0

P εs,tf(x)− P εs−h,tf(x)

h
= lim

h↓0

P εs,tf(x)− P εs−h,s(P
ε
s,tf)(x)

h
= −LεsP

ε
s,tf(x),

i.e. P εs,tf(x) is left-differentiable in s. Here −LεsP
ε
s,tf(x) = −uε(s,x)⊤∇P εs,tf(x) − TrMM⊤∇2P εs,tf(x)

is continuous in (s, t,x) by the continuity of ∇P εs,tf and ∇2P εs,tf argued above. Then P εs,tf(x) is also
continuously-differentiable in s with ∂sP

ε
s,tf(x) = −LεsP

ε
s,tf(x).

Proof of Proposition A.1. Let {xt}t≥0 and {xt,ε}t≥0 be the solutions to the unperturbed and perturbed
diffusions. Let {Pt} and L be the semigroup and infinitesimal generator for {xt}t≥0, and let {P εs,t} and Lεt
be those for {xt,ε}t≥0. We write ∂s, ∂t for the derivatives in s, t and reserve ∇f(t,x) for the gradient of f in
its second argument x.

For any t > s and r ∈ [s, t], define fε(r,x) = P εr,ta(x). Then by Itô’s formula applied to the unperturbed
process {xt}t≥0,

f ε(t,xt) = f ε(s,xs) +

∫ t

s

(∂r + L)f ε(r,xr)dr +

∫ t

s

∇f ε(r,xr)⊤
√
2Mdbr.

Proposition A.3 shows P εr,ta ∈ A, so ∇f ε(r,xr) is uniformly bounded and the last term is a martingale.
Then, taking expectations under the initial condition xs = x and applying (189),

〈a(xt)〉xs=x = 〈f ε(t,xt)〉xs=x = f ε(s,x) +

∫ t

s

〈(∂r + L)f ε(r,xr)〉xs=xdr

= P εs,ta(x) +

∫ t

s

〈(−Lεr + L)P εr,ta(x
r)〉xs=xdr

= P εs,ta(x) −
∫ t

s

εh(r)〈(b⊤∇P εr,ta)(x
r)〉xs=xdr

= P εs,ta(x) − ε

∫ t

s

h(r)Pr−s(b
⊤∇P εr,ta)(x)dr.

Applying this also with ε = 0 and P 0
s,t = Pt−s and taking the difference, we obtain the identity

P εs,ta(x)− Pt−sa(x) = ε

∫ t

s

h(r)Pr−s(b
⊤∇P εr,ta)(x)dr. (191)

From the definition of Ptf(x) and form of ∇Ptf(x) in (184), we have

Pr−s(b
⊤∇P εr,ta)(x) =

〈
(b⊤∇P εr,ta)(x

r−s)
〉
x0=x

, (192)

∇Pr−s(b
⊤∇P εr,ta)(x) =

〈
m∑

i=1

∂xi
[b⊤∇P εr,ta](x

r−s)vr−si

〉

x0=x

. (193)

Since b ∈ B is Lipschitz by assumption, and P εr,ta ∈ A by Proposition A.3, we have

|(b⊤∇P εr,ta)(x
r−s)|, |∂xi

[b⊤∇P εr,ta](x
r−s)| ≤ C(1 + ‖xr−s‖2)

for some C > 0. Then these quantities are uniformly integrable over bounded domains of s ≤ r ≤ t and x,
by [63, Theorem II.2.1]. Furthermore ‖vr−si ‖2 is bounded by Proposition A.2(b), so the integrands on the
right sides of both (192–193) are also uniformly integrable over these domains. Then applying dominated
convergence, we may differentiate (191) in x under the integral to obtain

∇P εs,ta(x) −∇Pt−sa(x) = ε

∫ t

s

h(r)∇Pr−s(b
⊤∇P εr,ta)(x)dr,
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and take the limit ε → 0 to get ∇P εs,ta(x) → ∇Pt−sa(x). Applying this with s = r to the right side of (191),
and taking the limit ε → 0 in (191) using uniform integrability of (192), we arrive at

lim
ε→0

P εs,ta(x)− Pt−sa(x)

ε
=

∫ t

s

h(r)Pr−s(b
⊤∇Pt−ra)(x)dr.

For s = 0, this means

lim
ε→0

1

ε

(
〈a(xt,ε)〉 − 〈a(xt)〉

)
=

∫ t

0

h(r)Pr(b
⊤∇Pt−ra)(x)dr,

verifying that (21) holds with response function R(t, s) given by (179). Continuity of this function R(t, s) in
(s, t) follows from the above uniform integrability statements, together with continuity of t 7→ ∇Pt(x) in t
as shown in Proposition A.2.

For uniqueness, observe that if R̃(t, s) is any continuous function different from R(t, s), then they must
differ on a subset of (s, t) of positive Lebesgue measure. Then there exists a continuous bounded function

h : [0,∞) → R such that
∫ t
0
R(t, s)h(s)ds 6=

∫ t
0
R̃(t, s)h(s)ds, implying that R̃ cannot satisfy (21). Thus this

response function R(t, s) is unique.

A.2 Discrete dynamics

We record (elementary) analogues of the preceding results for discrete dynamics

xt+1 = xt + u(xt) +
√
2M(bt+1 − bt) (194)

where {bt}t∈Z+ is a Gaussian process with b0 = 0 and independent increments bt+1 − bt ∼ N (0, γI), for
some γ > 0. The following is an analogue of Proposition A.1.

Proposition A.4. Suppose u : Rm → R
m is Lipschitz, and let {xt}t∈Z+ be the solution of (194) with initial

condition x0 = x. For any Lipschitz functions a : Rm → R and b : Rm → R
m, define

R(t, s) = Ps
(
b⊤P (∇Pt−s−1a)

)
(x)

where Ptf(x) = E[f(xt) | x0 = x]. Then for any s, t ∈ Z+ with s < t,

R(t, s) = lim
ε→0

1

ε

(
E[a(xt,ε) | x0,ε = x]− E[a(xt) | x0 = x]

)

where {xt,ε}t∈Z+ is the solution of the perturbed dynamics

xt+1,ε = xt,ε + u(xt,ε) + εb(xt,ε)1s=t +
√
2M(bt+1 − bt)

with the same initial condition x0,ε = x.

Proof. Write as shorthand P = P1. If f is L-Lipschitz, then (coupling the processes with initializations x,y
by the same {bt})

|Pf(x)− Pf(y)| =
∣∣∣E[f(x+ u(x)−

√
2Mb1)]− E[f(y + u(y) −

√
2Mb1)]

∣∣∣ ≤ L(1 + Lu)‖x− y‖

where Lu is the Lipschitz constant of u. Hence Pf is Lipschitz, so Ptf is Lipschitz for all t ≥ 0.
Let P εt be the Markov semigroup for the dynamics

xt+1 = xt + u(xt) + εb(xt) +
√
2M(bt+1 − bt),

and write as shorthand P ε = P ε1 . Then by definition,

E[a(xt,ε) | x0,ε = x] = PsP
εPt−s−1(x),
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so

lim
ε→0

1

ε

(
E[a(xt,ε) | x0,ε = x]− E[a(xt) | x0 = x]

)
= ∂ε|ε=0PsP

εPt−s−1a(x). (195)

Note that for any L-Lipschitz function f , we have

∂εP
εf(x) = ∂εE[f(x+ u(x) + εb(x) + b1)] = b(x)⊤E[∇f(x + u(x) + εb(x) + b1)] (196)

where the derivative may be taken under the expectation by dominated convergence. In particular,

∂ε|ε=0P
εf(x) = b(x)⊤E[∇f(x+ u(x) + b1)] = b(x)⊤P (∇f)(x).

The derivative (196) is also bounded for all ε ≥ 0 by L‖b(x)‖, which is integrable under Ps since b is Lipschitz.
Then again by dominated convergence,

∂ε|ε=0PsP
εPt−s−1a(x) = Ps∂ε|ε=0P

εPt−s−1a(x) = Ps(b
⊤P (∇Pt−s−1a))(x),

and the result follows from applying this to (195).

The following is an analogue of the first statement of (184).

Lemma A.5. Let {xt}t∈Z+ be the solution to (194) where u(·) is Lipschitz, and consider the first variation
processes

vt+1
i = vti +

m∑

j=1

∂jui(x
t) · vtj

with initializations v0
i = ei. Denote Ptf(x) = E[f(xt) | x0 = x] = 〈f(xt)〉. Then for any Lipschitz function

f : Rd+K → R,

∇Ptf(x) =

〈 m∑

j=1

∂jf(x
t)vtj

〉
.

Proof. Stacking Vt = [vt1, . . . ,v
t
m]⊤ ∈ R

m×m with initial condition V0 = Im, the evolution of Vt is

Vt+1 = [I+ du(xt)]Vt

where du is the derivative of u(·). Writing xt(x) for the dependence of xt on the initial condition x0 = x,
and writing dxt(x) for its derivative in x, by the chain rule we have dxt+1(x) = [I + du(xt)]dxt(x), with
initial condition dx0(x) = I. Thus (Vt)⊤ = dxt(x) for all t ≥ 0, so

∇xf(x
t(x)) = [dxt(x)]⊤∇f(xt) =

m∑

j=1

∂jf(x
t)vtj .

By dominated convergence we have ∇Ptf(x) = ∇x〈f(xt(x))〉 = 〈∇xf(x
t(x))〉, and the result follows.
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landscapes: comparing gradient-descent-based algorithms in the phase retrieval problem. Machine
Learning: Science and Technology, 2(3):035029, 2021.

[25] Stefano Sarao Mannelli, Giulio Biroli, Chiara Cammarota, Florent Krzakala, Pierfrancesco Urbani, and
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