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Abstract—As a revolutionary paradigm for intelligently con-
trolling wireless channels, intelligent reflecting surface (IRS) has
emerged as a promising technology for future sixth-generation
(6G) wireless communications. While IRS-aided communica-
tion systems can achieve attractive high channel gains, exist-
ing schemes require plenty of IRS elements to mitigate the
“multiplicative fading” effect in cascaded channels, leading to
high complexity for real-time beamforming and high signaling
overhead for channel estimation. In this paper, the concept
of sustainable intelligent element-grouping IRS (IEG-IRS) is
proposed to overcome those fundamental bottlenecks. Specif-
ically, based on the statistical channel state information (S-
CSI), the proposed grouping strategy intelligently pre-divide the
IEG-IRS elements into multiple groups based on the beam-
domain grouping method, with each group sharing the common
reflection coefficient and being optimized in real time using the
instantaneous channel state information (I-CSI). Then, we further
analyze the asymptotic performance of the IEG-IRS to reveal
the substantial capacity gain in an extremely large-scale IRS
(XL-IRS) aided single-user single-input single-output (SU-SISO)
system. In particular, when a line-of-sight (LoS) component
exists, it demonstrates that the combined cascaded link can be
considered as a ‘““deterministic virtual LoS” channel, resulting in a
sustainable squared array gain achieved by the IEG-IRS. Finally,
we formulate a weighted-sum-rate (WSR) maximization problem
for an IEG-IRS-aided multiuser multiple-input single-output
(MU-MISO) system and a two-stage algorithm for optimizing
the beam-domain grouping strategy and the multi-user active-
passive beamforming is proposed. Simulation results validate the
superiority of our proposed two-stage algorithm in low pilot
overhead conditions and show that in the context of an XL-
IRS aided MU-MISO system, the proposed IEG-IRS can achieve
a significant WSR gain, thus overcoming this performance draw-
back associated with high complexity and signaling overhead.

Index Terms—Intelligent element-grouping IRS, pilot over-
head, “deterministic virtual LoS”, grouping strategy, weighted-
sum-rate.
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VER the past decades, a variety of wireless technologies

have been proposed and thoroughly investigated to in-
crease system capacity, while wireless channels are always
considered uncontrollable [1]]. Intelligent reflecting surface
(IRS) has been recently proposed as a promising technology
for proactively modifying wireless environment via highly
reconfigurable and intelligent signal reflection [2]]. Specifically,
an IRS is generally designed as a planar array composed
of a large number of reconfigurable passive elements that
independently reflect electromagnetic signals in a desired
manner to collaboratively reconfigure the signal propagation
[3[]. Benefit from the advantages of high array gain, low energy
consumption, and low hardware cost [4]-[6], IRS promises to
achieve greater system capacity [[7]], broader coverage area [8]],
and higher spectral efficiency [9]. Therefore, IRS is expected
to realize a sustainable wireless communication evolution in
future sixth-generation (6G) network [10].

In the most prior works on IRS-aided wireless communi-
cation system, it is generally assumed that the channel state
information (CSI) of all links involved is perfectly known,
see [11]-[13], etc. Particularly, in an N-element IRS aided
single-user single-input single-output (SU-SISO) system, the
asymptotic channel gain achieved is proportional to N2, which
can scale down the transmit power without compromising
the user signal-to-noise ratio (SNR) [10]. Benefit from this
“squared gain” behind, it is expected to utilize a larger number
of IRS elements to achieve greater performance improvements.
Nevertheless, given that the IRS’s elements are passive, there
are no radio-frequency (RF) chains available and the accurate
CSI associated with the IRS can be only obtained via the
base station (BS)/access point (AP) in fact, which leads to the
high signaling overhead introduced by N pilots for channel
estimation and the high complexity of O(N?) for real-time
beamforming [14], [15]. Besides, the introduction of the IRS
gives rise to the “multiplicative fading” effect, whereby the
equivalent path loss of the cascaded transmitter-IRS-receiver
link is the product of the path loss of between the transmitter-
IRS link and IRS-receiver link, and is thousands of times larger
than that of the direct link [[16]. Therefore, an extremely large-
scale IRS (XL-IRS) is required to mitigate the “multiplicative
fading” effect. Many previous methods for optimizing reflec-
tion coefficients are not scalable for XL-IRS as the number of
optimization variables becomes unaffordably large. By inte-
grating reflection-type amplifiers into their reflecting elements,
the active IRS has the ability to actively reflect signals with



amplification, thereby reducing the number of IRS elements
[1]. However, this requires higher power consumption as well
as more complex hardware architecture. As a consequence, to
advance the practicability of the XL-IRS in future 6G wireless
networks, the fundamental performance bottlenecks caused by
the high complexity and signaling overhead are urgent to be
broken.

To overcome those fundamental performance limitations, in
this paper, a new IRS architecture called intelligent element-
grouping IRS (IEG-IRS) is proposed for wireless communi-
cation system. Some existing works have revealed the po-
tential advantages of the grouping IRS. In [17], [18]], the
idea of IRS elements grouping is first proposed, in which
the adjacent elements are divided into the common group
and the training overhead and design complexity are sig-
nificantly reduced by adjacent-element grouping IRS (AEG-
IRS). Then, to analyze the performance of AEG-IRS, the
authors in [[19] derived a closed-form upper bound of the
adjacent-element grouping strategy dependent on the statistical
CSI (S-CSI). Subsequently, the authors in [20] present the
optimal adjacent-element grouping strategy by analyzing the
impacts of statistical channel parameters, group size, and the
distance between adjacent IRS elements. Different from the
same variation pattern being employed by all groups [[18]], [19],
[21]], the authors in [22] propose the use of different variation
patterns for the groups to avoid very low beam gains at specific
directional angles of a channel. In contrast to those adjacent-
element grouping strategies, the elements of the proposed IEG-
IRS in each group are distributed flexibly at arbitrary locations
within the IRS. Furthermore, even as the number of IRS ele-
ments in each group increases, our proposed grouping strategy
continues to deliver a significant performance improvement.
Specifically, inspired by AEG-IRS [17]-[22], an intelligent
element-grouping strategy is designed to improve channel
array gain in low pilot overhead conditions. The S-CSI, which
incorporates the deterministic line-of-sight (LoS) component,
is employed to intelligently pre-group IRS elements. Subse-
quently, the combined reflection-coefficient vector (RCV) of
the IEG-IRS is optimized using the instantaneous CSI (I-
CSI) after grouping. Different from the general ungrouped
IRS (U-IRS) that reflects the incident signals of each element
individually, the IEG-IRS can adjust the combined RCV in
group by the proposed grouping strategy, wherein the elements
in each group share the common phase shift. Especially, in
SU-SISO system, the components of the combined cascaded
channel in each group reflected by IEG-IRS are coherently
added with the close phase at the receiver. Therefore, in low
pilot overhead conditions, IEG-RIS is capable of compensating
for the large “multiplicative fading” of reflected links while
significantly reducing computational complexity for real-time
beamforming.

In this paper, we propose the concept of IEG-IRS and focus
on the signal model, asymptotic performance analysis and
two-stage algorithm. Specifically, our main contributions are
summarized as below:

« We propose a novel grouping strategy and introduce the

signal model for the IEG-IRS within the framework of an
XL-IRS aided communication system. The channel array

gain available is enhanced by the IEG-IRS. In particular,
as the number of IRS elements increases, the communica-
tion performance continues to enhance without incurring
additional pilot overhead from the transceiver system.

o Based on the introduced signal model, we analyze the
asymptotic performance gain of an IEG-IRS aided SU-
SISO system with an extremely large number of IRS
elements over the Rician channel. Notably, when a LoS
component is available, the asymptotic performance gain
achieved is proportional to the square of the total num-
ber of IRS elements in low pilot overhead conditions.
Furthermore, in this context, it demonstrates that the
combined cascaded channel reflected by the IEG-IRS can
be approximated as a “deterministic virtual LoS” link.

o To evaluate the performance of IEG-IRS in typical com-
munication systems, we formulate a weighted-sum-rate
(WSR) maximization problem for an IEG-IRS aided
multi-user multi-input single-output (MU-MISO) system.
Then, by exploiting the quadratic transform for fractional
programming (FP) 23] and alternating direction method
of multipliers [24], a two-stage algorithm for optimizing
the beam-domain grouping strategy and multi-user active-
passive beamforming is proposed to solve the formulated
problem.

o Simulation results validate the effectiveness of the pro-
posed two-stage algorithm for optimizing the beam-
domain grouping strategy and multi-user active-passive
beamforming, demonstrating a substantial performance
improvement compared to other benchmark schemes in
low pilot overhead conditions.

A. Organization & Notations

The rest of this paper is organized as follows. Section II
introduces the signal models of U-IRS and IEG-IRS, respec-
tively. In Section III, the asymptotic performance gain and
performance loss of the IEG-IRS are analyzed. In Section 1V,
a WSR maximization problem is formulated for an IEG-IRS
aided MU-MISO system, and a two-stage algorithm design
for optimizing the beam-domain grouping strategy and the
multi-user active-passive beamforming is proposed to solve
the formulated problem in Section IV. In Section V, simula-
tion results are presented to evaluate the performance of the
proposed designs in typical communication scenarios. Finally,
we conclude the paper in Section VI.

Notations: C, R, Ry and Z denote the sets of complex,
real, positive real and integer numbers, respectively; [-]71,
[1*, [1*, and []” denote the inverse, conjugate, transpose,
and Hermitian transpose operations, respectively; |-|, ||-|| and
||I-||; denotes the amplitude, Euclidean norm and L;-norm of
the argument, respectively; diag (-) denotes the diagonalization
operation, and arg (-) denotes the phase of the argument; ®
denotes the Hadamard product; E (-) denotes the statistical
expectation; R (-) denotes the real part of the argument; O
denotes the big-O notation; CA(p, X) denotes the complex
multivariate Gaussian distribution with mean g and variance
3; I and O are an identity matrix and an all-zero matrix,
respectively, with appropriate dimensions.



II. U-IRS AND IEG-IRS

In this section, we present two different architectures of
IRSs. First, in Subsection II-A, we review U-IRS and point out
its performance limitation imposed by the high complexity and
pilot overhead. Subsequently, in Subsection II-B, we propose
a novel concept of IEG-IRSs to overcome those fundamental
limitations. Finally, in Subsection II-C, we consider an IEG-
IRS aided MU-MISO communication system.
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Fig. 1. An illustration of signal models of a U-IRS (a) and an IEG-IRS (b).

A. U-IRS

Currently, the IRSs widely studied in most existing works
are ungrouped [[1], [[10f], [14]. Specifically, a U-IRS comprises
Q@ reflecting elements, closely spaced at half-wavelength in-
tervals, each of which is capable of reflecting the incident
signal with an independent and controllable phase shift, as
shown in Fig. 1 (a) [25]. Let & = diag {¥} € C?*? denote
the diagonal reflection-coefficient matrix of the U-IRS, where
Vo= [0, g, ,@Q}H € C¥*! and v, = €’% are the
RCV and the phase shift of the g-th IRS element, respectively.
Then, the signal model of an @Q-element U-IRS is given as
[26]:

P = ®x, (1)

where x € C¢*! and # € C?*! denote the incident and
reflected signals, respectively.

Then, by properly adjusting the RCV v to manipulate the
signal ¥ reflected by the () elements to coherently add with the
same phase at the receiver, a high array gain can be obtained.
The ability expected to achieve high gain has recently attracted
lots of research interests in U-IRS [27]-[30].

However, in practice, the high array gain expected is chal-
lenging to achieve [1]]. The is because the signal path loss
of the reflected link, i.e., the cascaded BS-IRS-user link, is
several orders higher than that of the direct link due to the
“multiplicative fading” [16]. As a consequence, the signal
model requires an XL-IRS equipped with plenty of IRS
elements to compensate for the “multiplicative fading” effect.
In addition, given that the reflecting elements are passive, the
IRS lacks the capability to estimate the accurate channel state
information (CSI). Most existing channel estimation methods
only obtain the CSI of the cascaded BS-IRS-User channel
[31]. However, as the dimensions of the XL-IRS elements
increase significantly, they lead to prohibitively high compu-
tational complexity and signaling overhead, making scalable
optimization of the XL-IRS quite challenging [16]. In order
to improve the practicality of the XL-IRS in general wireless

communication, two fundamental performance bottlenecks,
namely high complexity and signalling overhead, are urgent
to be addressed.

B. IEG-IRS

In this paper, a novel IRS scheme called IEG-IRS is
proposed as a promising solution to overcome the fundamental
performance bottlenecks caused by the XL-IRS. Different
from the U-IRS that just reflects the incident signals of each
element individually, as illustrated in Fig. 1 (b), the IEG-
IRS can adjust the combined RCV in group by the proposed
grouping strategy to pre-divide the N XL-IRS elements into ()
groups, wherein the elements in each group share the common
phase shift. Here, a constraint is imposed that each group
must contain at least one XL-IRS element, and each XL-IRS
element is assigned exclusively to a specific group. Therefore,
let G € Z%*N denote the proposed grouping strategy matrix
for an N-element and @Q-group IEG-IRS, then the grouping
problem can be formulated as

Find G,
st. Gy €{0,1}, (2a)
Q
> Gen=1, (2b)
q=1
N
> Gy =1, (2¢)
n=1

where G, = 1 is the n-th XL-IRS element assigned to the
group ¢, while G, ,, = 0 indicates that no grouping operation
has been performed.

For an N-element IEG-IRS, there exist
&ZqQ:O (—1)1 (3) (Q—¢q)V different grouping strategies,
which is exceedingly large as Q increases, rendering

the corresponding active-passive precoding optimization
infeasible. In Section III-A, the idea of the grouping
optimization strategy is initially proposed for an IEG-IRS
aided SU-SISO system by the S-CSI. Subsequently, in
Section IV-B, the aforementioned idea of the grouping
strategy optimization is employed in an IEG-IRS aided
MU-MISO system.

Let & = diag {VH G} € CN*N denote the combined
diagonal reflection-coefficient matrix for the IEG-IRS, where
v o= [b1,.. ., dg]" € €2 denotes the combined
RCV after the grouping operation and ¢, = €’ % is the phase
shift of the g-th group. Then, the signal model of an N-element
IEG-IRS is given as

gy - -

F = Px, 3)

where X € CV*! and # € CV*! denote the incident signal
and the signal reflected by the IEG-IRS, respectively.

By properly adjusting the combined RCV v, the signal t
reflected by the IEG-IRS coherently adds with the close phase
at the receiver, a high array gain can be obtained. Compared
with (I), the grouping strategy of the IEG-IRS intuitively re-
duces the equivalent dimensions of XL-IRS elements, thereby
significantly reducing high computational complexity and pilot



overhead. This implies that the combined dimensions of IEG-
IRS elements are not directly correlated with the total number
of the XL-IRS elements denoted by N, but rather with the
number of the groups denoted by Q.

C. IEG-IRS Aided MU-MISO System

IEG-IRS

reflected signal
with grouping

Users

Direct signal

Fig. 2. An illustration of the downlink transmission in multi IEG-RISs aided
MU-MISO system

As illustrated in Fig[2] we consider an XL-IRS-aided down-
link MU-MISO system, where an XL-IRS equipped with NV
reflecting elements is deployed to assist in the communications
from a BS equipped with M antennas to K single-antenna
users. To characterize the general performance gains enabled
by the proposed IEG-IRS, we adopt the Rician fading channel
model for analysis. In this way, an arbitrary channel matrix H
is then given by

_ 1 -
Hz&(,/liHH—k ) )

where 0 and « are the path loss factor and the Rician factor of
H, respectively; H denotes the deterministic LoS component,
which remains unchanged within the channel coherence time;
and H is the stochastic non-line-of-sight (NLoS) component,
which each element of that is i.i.d. complex Gaussian random
variable with zero mean and unit variance, respectively.

Considering that multi-user linear transmit precoding is
employed at BS and each user is assigned with a dedicated
beamforming vector. Then, the complex transmit signal at
BS can be denoted by Zszl wp Sk, where sy is the symbol
transmitted by BS for user k& with zero mean and unit variance,
and w;, € CM>*! is the corresponding beamforming vector.
Recalling that & = diag {v/G} € CN*V for simplicity,
the dimensions of the combined diagonal reflection-coefficient
matrix and the grouping strategy matrix are updated by
® c RV*N and G € RO*N,

Then, the received signal y;, € C of user k aided by the
proposed IEG-IRS can be expressed as

K
ye = (hfl  ®HY +0il )Y wisj+2, ()
j=1
where H;; € CM*N h;, ;. € CN*! and hy,; € CMx!
denote the BS-IEG-IRS link, the IEG-IRS-User k link, and

the BS-User k link, respectively. z;, denotes additive Gaussian
white noise for user k with zero mean and variance 0,%.

It is worth noting that only the reflecting cascade channel
and the direct channel can be directly estimated by transmitting
limited pilot signals at BS. Then, the cascade channel from
the BS to user k£ via the IRS is usually denoted by C; =
diag(hH )Hg € CNxM According to (§), the received

u,k
signal y of user k can be rewritten by
K
Yk = ({/HCk + hg;,,k:) ijsj + zk, (6)
j=1

where Ck = GCj, € C¥*M denotes the combined cascade
channel matrix after the grouping operation at user k, and it
can be estimated in low pilot overhead conditions. Besides, the
optimal grouping strategy G is predetermined before real-time
beamforming.

To illustrate how the IEG-IRS can overcome the two fun-
damental performance bottlenecks involved in Section I, we
will further analyze the asymptotic performance between U-
IRS and IEG-IRS in SU-SISO system to reveal the advantages
of the proposed grouping strategy in the next section.

III. PERFORMANCE ANALYSIS

In this section, we analyze the asymptotic performance of
an IEG-IRS to reveal its significant performance gains subject
to the constraint on the combined dimensions of IRS elements.
Further, in order to make the problem analytically tractable and
get general and insightful results, we consider an /N-element
IRS aided SU-SISO wireless system with M/ = 1 BS antenna
and K =1 user, while the general MU-MISO case is studied
in Section IV.

A. Asymptotic Performance Gain for U-IRS and IEG-IRS

To illustrate the performance gains provided by U-IRS and
IEG-IRS, the effect of the direct link is ignored by setting
hy, . = 0, same as [1]], [10] did. Then, for the generally
asymptotic performance of U-IRS and IEG-IRS, we assume
Rician-fading channels. Besides, we find that the asymptotic
performance gain of the Rician-fading channel for IRS aided
SU-SISO system has not yet been proposed. For the above
IRS-aided SU-SISO system without a direct link, we simplify
the notations by redefining the BS-IRS channel matrix, the
IRS-user channel vector, and the BS-IRS-user cascaded chan-
nel matrix respectively as

Hyi :=hyi = 66 (/722 by + /75— b)),

Cp :=c=hj, Oh},

where kp; and k;y, and dp; and 9, are the Rician factors and
the path loss factors of hy; and h;,, respectively. In particular,
the above channel model is reduced to the LoS channel when
Kk — oo or Rayleigh fading channel when x — 0. Then, the
cascaded channel denoted by c can be further rewritten as
adpi0ihi, © hi;

—_———

CcC =
Cascaded Deterministic Component ¢
+b0p; 0,105, © hy; ’

Cascaded Stochastic Component c3



RbiKiu
(I4+rpi) (I+Riw)

where @, @, b and b are \/ \/(1+m,,;)1(1+mu)’

m m respectively, and we
let ¢; and c» denote the cascaded deterministic and stochastic
components, respectively.

The LoS components can be expressed by the responses of
the uniform linear array (ULA) and the array response of an
N-element ULA is

O’,N(Q) _ [1,€j7r3in0,-~- ,

and

ej(N—l)ﬂsirle]T’ 9)
where § € [0,7] is the angle of departure (AoD) or angle
of arrival (AoA) of a transmitting signal. For simplicity, we
assume ZnNz_Ol eimmsind () to obtain essential insight.
Under this condition, the LoS components hy; and h;, can
be expressed as

(10)

hy; = an (0s),

hi, = ayn (i),
where 6p; and 6;,, are the AoDs from the ULA at BS and IRS,
respectively.

For a fair comparison, let () denote the dimensions of the
elements for the two IRSs, which ensures the pilot overhead
involved consistent. In order to get insightful results, it is
assumed that each group in IEG-IRS contains the same number
of elements denoted by p. Without considering the effect of
the transmit power, the normalized transmit power is adopted.
Furthermore, given the constraints on the number of pilots, the
IEG-IRS is capable of optimizing adjustments for ) groups
of elements (N = @ x u IRS elements), whereas U-IRS is
restricted to a maximum of ) IRS elements.

Then for the optimal RCV where the phase alignment

Q-element U-
IEG-IRS, respectively. Therefore, the channel gains achleved
by the U-IRS and IEG-IRS are given by

(11a)
(11b)

5 112
g = el
5 NP
g = lelly;
Accordingly, the original problem of performance gain

maximization for an IEG-IRS aided SU-SISO system can be
formulated as

P: max g,

G
st (2a), @0, @9,

Note that problem P is the 0-1 integer programming problem
for solving L; norm, which is challenging to solve. However,
on the other hand, it is easy to verify that ||¢|, < |c||, and
the optimization of the grouping strategy aims to narrow the
performance gap between ||¢||; and ||c||;. As a consequence,
in order to deal with the non-convex L; norm and O0-1
integer programming in (12), we exploit K -Nearest Neighbor
(KNN) methods proposed in [32] to divide the elements of the
reflective cascade channel vector into ) groups based on the
phase similarity.

Nevertheless, given the dimensions of XL-IRS elements,
it is not feasible to obtain all accurate cascaded CSI in
advance. Based on the S-CSI, the reflecting elements will be
pre-grouped. Specifically, the proposed grouping strategy is

(12)

designed to divide the statistical cascaded channel components
with close phases into a common group to the greatest extent
possible, thereby maximizing the statistical cascaded channel
array gains. Consequently, the combined cascaded channel can
provide a high channel gain at user under the constraints on
the combined dimensions of XL-IRS elements. The idea of
our proposed grouping strategy will be verified later.

Subsequently, the following proposition for a U-IRS aided
SU-SISO system, subject to the constraints on the dimensions
of IRS elements, is provided.

Proposition 1 (Asymptotic performance gam for U-IRS):

Assuming hy; ~ CN (8 1+m ag (On:), 1+m -1g), hyy, ~
CN (Biuy [ T

perfectly known and letting ) — oo, the asymptotic channel
gain G for a U-IRS aided SU-SISO system is given by,

g (0i), ﬁIQ), the cascaded channel &

252 52

bv iu® L1/2( Hbi)L%/Q(_’iiu)a (13)

- QAT
where L1 (—z) = e™2 [(1+)Io(5) + 2L (5)], Lo (-) and
I; (+) denote exponentially scaled modified Bessel function of
orders 0 and 1, respectively.

Proof: For optimal ¥, we have |¢||, = [|h}, © hg||, =
23:1 |h1,q| |hoql, where hi, and hy, are the g¢-th
elements in hy; and h,,, respectively. Since |hq,| and
|ho,q| are statistically independent and follow Rician

distribution with mean values @%m/ﬁwlq /2(71%1-)
and ‘F(Sw -l /2(—Fiu), respectively, we have
E(|h1,4] |h2,q|) = T 0bi0in@Ln yo (— ki) L2 (—Fiu)-
By using the fact that 22221 |ha,q] |ho gl /@  —
5b261u&L1/2( mn)LyQ( mu) as Q@ — oo with (IIa), it
follows that G — Q2™ 60412 ()12 (~#y,). This

completes the proof. [ ]
From (13), by using the fact that L, (0) = 1 and
i = =" . -
mhrnoo L,(z) = iy Where T'(-) denotes Gamma func

- 252 ¢2
tion and I'(3) = VYT we have lin%g — Q2T 51bé5m and
K—r

5 s
Jim G — Q%6%,62,. Therefore, regardless of whether the link
is purely LoS, NLoS, or a combination of both, the asymptotic
channel gain of the U-IRS aided SU-SISO system exhibits an
appealing “squared gain”. However, as the dimension ) of
the cascaded channel increases, the U-IRS cannot circumvent
those critical performance constraints, including the pilot over-
head in channel estimation and the high dimensional matrix
operations required for real-time precoding.

Observing (8), it is not difficult to verify that the cascaded
deterministic and stochastic components are statistically in-
dependent. The IRS elements can be pre-grouped based on
the phase similarity of the cascaded deterministic component.
Subsequently, the following lemma presents the distribution of
the combined cascaded channel.

Lemma 1 (Distribution for combined cascaded channel):

Assuming hy; ~ CN (8 1+n an (6), H_i In), hiy ~
CN(&-M [ T aN(H ), 1+1K IN) and letting 1 — oo, the




distribution for the combined cascaded channel ¢ is given by

& ~ CN (ubpibiu1a?, pop;o7, (1 — a*)Ig),  (14)
where 9 = [e /@, e7d (QQ(»;U’T] and 1 = Sml%.
Q
Proof: Please see Appendix A. ]

Therefore, by using the proposed grouping strategy, the
combined cascaded channel ¢ can be regarded as a new Rician
channel. For comparison, under the same transmission condi-
tions, the asymptotic channel gain of an IEG-IRS-aided SU-
SISO system with the constraint of the combined dimensions
of XL-IRS elements is proposed in the following proposition.

Proposition 2 (Asymptotic pe}jformance gam for IEG-IRS):

Assuming hy; ~ CN (6 ay (sz), =In), hyy ~
CN (B [ T
channel ¢ in (I4) perfectly known, and letting @ — oo and

1 — 00, the asymptotic channel gain G for an IEG-IRS aided
SU-SISO system is given by,

1+l<c

any (6; )7 1 ~). the combined cascaded

a

7752151%
G NQ—(1=a*) LY o (-7 —5m), (19
Proof: For optimal v, we have |¢[|, = Zq:l g1,
where ¢, is the g¢-th elements in €. Since |é
follows Rician distribution with mean values
us - a2

gébiém (1 —a?)pLyj2(—+% 1), we have

~ s — a’
ZqQ:1 |Cq|/Q - §5bi§iu\/ (1 - QQ)HL1/2<*WM)

as Q — oo. By using this fact with (10b), it follows that
G — NQ%(l —a*)L3,, (—%u). This completes the
proof. ]

From (13), given the number of group @, the signifi-
cant performance gain achieved by the proposed IEG-IRS
can be obtained by increasing the number of reflecting el-
ements p for each group. Further by using the fact that

lim L1/2( - a2 /1,) 4: 1“a2 , it follows that

a2p—o0

G — N25§2.62 g2,

5i%iu@

as a2y — 0o, (16)

Note that only when 1t — oo and @ — 0, it satisfies a2y — oo.
Furthermore, when the number of groups is small, Propo-
sition 2 is no longer applicable. According to (I4)), it is
not difficult to verify that the Rician factor of the combined
cascaded channel ¢ satisfies k = %u. As such, when
a - 0, and letting © — oo and @ > 1, we have Kk — oo
and the combined cascaded channel can be considered as a
“deterministic virtual LoS” channel approximatively, as

& = ulpi0i2ad, as a’p — oo and Q > 1, a7
Then, for @ = 1, we have & ~ CN(0,6%62, (1 — a*)Iy)

as N — oo from (T4). Thus, by using the above fact and (17),
when a - 0 and u — oo, the asymptotic performance gain
of an IEG-IRS aided SU-SISO system without the constraint
that () — oo is presented by:

L NBR (-, Q=1
g%{ﬁéé%“(gz ) 8>1 as a’p — oo, (18)

From and (T8, it is not difficult to observe that when
Q > 1, the asymptotic channel gain is proportional to N2

and largely brought by the deterministic LoS component of
the combined cascaded channel ¢. As a?j — oo, the optimal
combined RCV is obtained by v = arg (1) without real-time
optimization. Then, as () ranges from 2 to 4, the performance
gap compared with (I6) decreases from 59% to 19% rapidly.
As Q — oo, we attain the same result as (I6). Besides, for
a monotonic characteristic of logical function, as the total
number of elements is sufficiently large, the system capacity
gap caused by a small number of groups can be ignored. It
indicates that when a LoS component is available, the IEG-
IRS can still deliver significant performance gain (similar to
the “squared gain” property in [[10]) in low pilot overhead
conditions.

In the next subsection, a performance loss analysis of the
asymptotic channel gains achieved by IEG-IRS is proposed to
reveal the superiority of the IEG-IRS in the SU-SISO system.

B. Performance Loss for IEG-IRS

Assuming that the dimensions of U-IRS elements are no
longer constrained, the asymptotic channel gain achieved by
U-IRS can be regarded as the upper bound of the performance
gain achieved by IEG-IRS according to (I3). Then, the fol-
lowing proposition presents the analysis of the performance
loss for IEG-IRS.

Proposition 3 (Performance loss for IEG-IRS): Assum-

ing hy; ~ CN (/15 Hm’ an (0bi), 1+i In), hy ~
CN (6iu - ay (0iu), 1+Ln Iy), the combined cascaded

channel ¢ perfectly known, and letting @@ — oo and p — oo,
the performance loss L of the asymptotic channel gain for
IEG-IRS is given by

KbikKiu )

4(1 + Kp; + ﬁzu)L§/2 (_ 1+I€b7‘,+l€iuu

WL%/Q(_Rbi)L%/Q(_Ri“)M
Proof: By combining Proposition 1 and Proposition 2, we
have the ratio of performance gain IEG-IRS to U-IRS denoted
7TL§/2 (71{1,,-)Lf/2 (7/%“ N
proof. [ ]
From (19), we observe that when the Rician factor and the
number of groups are sufficiently large, the performance loss
for IEG-IRS is negligible. Furthermore, by properly designing
the deployment, the IRS is capable of providing additional
virtual LoS links with the user in the NLoS areas [33[]. In
this context, the Rician factors of both the BS-IRS link and
IRS-user link are generally large. Therefore, in the ideal case
(k — o0 and @@ — o0), there is no performance loss in the
asymptotic channel gain for IEG-IRS.

L=1- ;o (19

. This thus completes the

IV. GENERAL MULTIUSER SYSTEM

To investigate the capacity gain achieved by the IEG-IRS in
typical communication scenarios, in this section, we consider
a general XL-IRS aided MU-MISO system. Specifically, we
formulate the problem of WSR maximization in Subsection
IV-A. Then, in Subsection IV-B, a two-stage algorithm for
optimizing the beam-domain grouping strategy and the multi-
user active-passive beamforming is proposed to solve the
formulated problem.



A. WSR Maximization Problem Formulation

According to the IEG-IRS aided MU-MISO system de-
scribed in Subsection II-C, the signal-to-interference-plus-
noise ratio (SINR) at user k can be represented by

2
[ wi|
"= 5 : (20)
Zj;ék }thwj| +0°
where hy! = v#GCy, + h{!, ; € C'*M denotes the superim-

posed channel from both the BS-user k (direct) link and the
BS-IEG-IRS-user k (reflect) link.

It is worth emphasizing that the use of XL-IRS makes both
the channel estimation and real-time beamforming inoperable
at BS. Inspired by performance analysis presented in Section
III, we propose a beam-domain grouping method and the op-
timal grouping strategy G is predetermined by the multi-user
S-CSI. Then the combined cascaded channel available for user
k denoted by Cj, = GC, € C?*M can be estimated in real
time. In contrast to the SU-SISO case, the deterministic com-
ponent of the BS-user link has a direct impact on the accuracy
of the grouping strategy optimization, while the optimization
of the combined RCV is affected by its stochastic component.
From (13) and (I8), the IEG-IRS is capable of maintaining
notable capacity gains while simultaneously reducing high
signaling overhead and computational complexity introduced
by the XL-IRS. Specifically, in low pilot overhead conditions,
the array gains of each group and the system capacity can
keep improving as the total number of IRS elements increases.
Therefore, utilizing those above characteristics, we investigate
an IEG-IRS aided MU-MISO system.

Then, our objective is to maximize the WSR of the IEG-IRS
aided MU-MISO system by jointly optimizing the grouping
strategy G, the combined dimensions of IRS elements @, the
transmit beamforming w and the combined RCV V. Therefore,
the original problem is formulated as

K
Z wilog, (1 + *yk),

Fy - Ghax (21a)
k=1
st. (2a), @b, 29,
Q<Qo <N, (21b)
lwl? < Pgax, @lc)
[0g| = 1, (214d)
where @, > 0, w = [w], - ,w%T € CMEX1 and Q,

denote the weight for user &, the overall transmit beamforming
vector for K users and the maximum combined dimensions of
IRS elements supported by the system, respectively; constrains
and (21d) denote the power constraint at the BS and
the unit-modulus constraint of the combined IRS reflection
coefficients, respectively.

It can be observed that problem P, is challenging to solve
due to both the non-convexity and highly coupled variables.
In particular, the introduction of the IEG-IRS brings the 0-1
integer grouping matrix G, which is difficult to optimize and
presents the active-passive beamforming vectors from updating
in real time. Therefore, to efficiently solve this problem,

we propose a two-stage algorithm to optimize the beam-
domain grouping strategy and the multi-user active-passive
beamforming based on the alternating optimization, quadratic
transform for FP and majorization-minimization algorithm.
Besides, inspired by the idea of the proposed grouping strategy
in an IEG-IRS aided SU-SISO system, we propose a straight-
forward and effective heuristic grouping method. Those details
will be provided in the next subsection.

B. Proposed Two-Stage Algorithm Design

To deal with the high coupling variables and the non-convex
sum-of-logarithms with fractions in the objective function of
problem P, in this section, we exploit quadratic transform
for FP method proposed in [23] to decouple the variables in
problem Py, then enable the separate optimization of multiple
variables. Since the channel gain is positively correlated with
the number of groups, we have () = @Qq. Thus, the original
problem P, can be reformulated as

P max

K
wilogs (1 + —w
G kgl k gz( <k) kSk

+24/ok (1 + o) R {&hy wi |
K
—[exl* (2 [nffwy [* +0?),
J
st (@), @0, @9). @19, 21d), o)

where ¢ = [§1,~~~ ,§K] € Rf and € = [{1,"' ,ﬁK} e Ck
denote the auxiliary variables, respectively.

It can be observed that the updates in each iteration step
of the grouping strategy matrix G, beamforming vector w,
combined RCV v, auxiliary variables ¢ and & in problem
Py are all optimal. Then, a locally optimal solution to (22)
can be obtained by alternately optimizing these variables until
convergence.

However, the dimension of cascaded channel C;, for user &
is prohibitively large. Inspired by the combined channel gain
maximization problem in Section III, we propose a two-
stage algorithm by separating problem P; into two parts, for
optimizing the grouping strategy and active-passive precoding,
respectively. Specifically, the grouping strategy at the IEG-IRS
is optimized in the first stage by utilizing the multi-user S-
CSI. Then, in the second stage, we propose a joint transmit
beamforming and combination-reflection precoding scheme to
solve the WSR maximization problem with given grouping
strategy matrix G under the combined multi-user I-CSI.

1) Beam-Domain Grouping Method: Motivated by the
grouping idea employed in an IEG-IRS aided SU-SISO sys-
tem, we investigate the grouping strategy in MU-MISO sys-
tem through the multi-user S-CSI. Let C;, € CN*M and
hy,r € CM*1 denote the S-CSI of the cascade channel
and direct channel for %k user, respectively. Assuming that
the optimal statistical active-passive precoding vectors are
known in advance, then we focus on optimizing the grouping
strategy matrix G. Let w = [V_VF{7 e ,v‘v%]T € CMEX1 and
v =[elh ... ,ejeQ]T € C%*1 denote the optimal transmit
beamforming vector and combined RCV for the statistical



channel model. Recalling problem P, the optimization prob-
lem of the grouping strategy matrix can be reformulated as

K _
12 k;z,/wk@+<k)%{g;vHGckv-vk}

Py : max
2 & SHOC i H _?
16?2 | (V1 GC + B, )W,
J
st (@, @), €.
(23)

It observes from that problem P; is the O-1 integer
programming, which is typically challenging to obtain the
optimal solution. Besides, different from an IEG-IRS aided
SU-SISO system, the grouping strategy and multi-user trans-
mit beamforming are coupled in which the optimization of
the transmit precoding will result in alterations to the beam-
domain S-CSI. Thus, to tackle the above issues, we exploit
the efficient Loj-Norm maximization method proposed in [|34]]
and alternating optimization algorithm to relax the non-convex
constraint represented in (2a)), so that the grouping strategy
matrix G can be optimized. Specifically, by introducing vari-
able T € RY*N where T, = %, and G,, denotes the n-th
column vector of G, the optimization problem of the grouping
strategy matrix can be reformulated as

K _
P max k§12*/wk(1+§k)%{£ZVHGCka}

K _ _ 2
—l&u S| (VG + Bl ,)w,
J

)

N
+ 3 TG,
st 20, @9,
24)

As problem P 1 is a convex quadratic program (QP), it can be
optimally solved by existing convex optimization solvers such
as CVX [35]. In addition, similar to the single-user case, we
also propose a heuristic reflection-coefficient approximation
method for an IEG-IRS aided MU-MISO system, which
narrows the gap between the combined RCV and the optimal
statistical RCV.

2) Joint  Transmit Beamforming and Combination-
Reflection Precoding Scheme: In this stage, the combined
cascaded channel for user k denoted by Cy, € C2*M can be
estimated in real time. Then, recalling h = ¥ Cj, + hil |
problem P; is converted into the following three subproblefns
for given grouping strategy matrix G separately.

a) Fix (w,V) and then optimize & and ¢: First, after
fixing w, v and ¢, problem P; can be converted as

K
Pyy: max > 2y @k (1 + o) R{&h wy }
k=1
2 (K 2
—[&x| (Zj:l‘hgwj| +02)7
Since problem P;; in (25) is a convex unconstrained QP

problem, the optimal £ can be obtained by taking the derivative
of the objective function and setting it zero, as

(25)

@ (1 + <) wk

§p = —,
Xk

(26)

K 2
where w;, = thwk and xi = ijl ‘hfwj| + 02

Then, with &, w, and V fixed, problem P; can be converted
to:

P3v2 :

max

K
2 > wrlogy (1 + sk) — wrsk
k=1

+24 /@ (1 + o) R {&wr

Since problem Ps o in (27) is a convex unconstrained program-
ming problem, by adopting the derivative method, the optimal
¢ can be obtained as

27

_erter/er+4

T (28)

Sk

where ¢, = R &‘—;i .

We further analysis and decouple the solutions of the
auxiliary variables £ and ¢. By substituting into (28)),
the optimal solutions containing CSI and beamforming vector

are given by

Pt = Aped (29a)

, B? + B,\/B2 + 4

ot = SV IR TE (29%)
h A, = |wi| . By, = | [? d o, =
where: £k Vo —lonxn Ok X3 —lwr P xk anc Ok

arg (wk), respectively.
b) Fix (V,s,€&) and then optimize w: After fixing v,¢
and &, problem P; can be converted by:

P33: max 2R{¢"w} - wlLw,
vas max 2R {¢w) o
s.t. (21c),
where { = [Cf,~~ ,C};]T, ¢H = wk(1+§k)§thH and

L =1x @ (X, [&[*hihf).

Since problem P; 3 in (30) is a standard quadratic constraint
quadratic programming (QCQP) problem, by adopting the
Lagrange multiplier method [22], the optimal wj can be
obtained by:

W = (L+ Mgar) ¢,

where A is the Lagrange multiplier, which should be chosen
such that the complementary slackness condition of power
constrain in is satisfied and the optimal Lagrange mul-
tiplier A can be obtained by grid search [36].

¢) Fix (w,s,&) and then optimize v: Recalling the
superimposed channel h = v# Ci + th,k’ and fixing w, ¢
and &, problem P; can be converted by:

€2y

Pss: max —vHAUV-2R{vH e}, 32)
s.t.  @Id),
Where ¢ = Zszl \§k|QCk (Z]K:1 ijf)hb%k

and U =

ZkK:1 \/ @i (1+ §k)§7§ckwk
K 24 K -
2 ket €67 Cr Zj:l WjWJHCkH-
Consequently, let v denote the solution of the subproblem
at the t¢-th iteration. Recalling Lemma 1 from [37], the
objective function of problem Ps;4 can be approximate by

constructing a series of more tractable subproblems as follows:

VIOV <9 Xv—2R (37 (X - U)v )4+ (1) (X - U)o,
(33)



where X = AnaxIg and Ap.x is the maximum eigenvalue of
U.

Therefore, the subproblem to be solved at the ¢-th iteration
is given by

P35: max 2R {vHpt}
3.5 2 { ® } (34)
s.t.  (2Id),
where ¢! = (Apaxlg — U)v! — ¢.
The optimal solution of problem P 4 is given by
gt = (o) (39)

Finally, for clarity, we summarize the proposed two-stage
algorithm scheme in Algorithm

Algorithm 1 Proposed Two-Stage Algorithm Scheme

Input: Channels Cy, hy, k. Cr, and by, VE € {1,--- K}
Output: Optimized BS beamforming vector w, optimized
IEG-IRS combination-reflection precoding vector v, op-
timized grouping strategy matrix G and maximized WSR
R
Initialize w, v and G randomly
Optimized grouping strategy matrix G by (24)
while no convergence of R do

Update ¢ and £ by (29);

Update w by (31);

Update v by (33);
end while
return Optimized w, v, G and R

A R o e

V. SIMULATION RESULTS

In this section, simulation results are present to validate
the effectiveness of the proposed Algorithms [I] Specifically,
in Subsection V-A, the simulation setups are provided to
build an IEG-IRS aided MU-MISO system model. Then, in
the following subsections, we consider the four comparative
schemes to WSR, including the number of groups, the number
of IRS elements, distance and power for simulations.

A. Simulation setup

B Z IEG-IRS B Z 1EG-IRS
¥ g
AN
(0,6m.16m) .. .. (0.6m,16m)
| |
(L. (. 8m) (L. (. 8m)
[¢) \ > () < >
X X
o=/ M
Y L Y ¢ a
[0(300m.6m.0) 0(300m.6m.0)
Users Users
(a) Scenario 1 with a LoS direct link (b) Scenario 2 with a NLoS direct link

Fig. 3. An illustration of a BS aided by an IEG-RIS serves four users.

As illustrated in Fig[3] we consider an IRS aided MU-
MISO system operating at a frequency of 5 GHz. Particularly,

two typical scenarios with different channel conditions are
considered, where the direct link is severely obscured by
obstacles in Fig (a), while the direct link is unobscured in
Fig[3] (b). Then, for the large-scale fading, two different path
loss models from the 3GPP standard [38]] are adapted as
{ PLj,s =42.0 4+ 22.0logd, (36)
PLyios =409+ 36.71ogd,
where d denotes the individual link distance between two
devices. For the two considered scenarios, path loss model
PL;,s is used to model the BS-IRS link, the IRS-user link and
the unobscured BS-user link, and PL,;,s is used to generate
the obscured BS-user link, respectively.

As common settings, the numbers of users and BS antennas
are set as K = 4 and M = 4, respectively. The BS equiped
with ULA is located at (0,6m,16m) and the four users are
randomly located in a ball with a radius of 2m from the center
(300111, 6m, Om), respectively. Unless specified otherwise, the
number of the IRS elements is set to N = 10000 and the
IRS equiped with uniform planar array (UPA) is located at
(300m, 0, 8m). Recalling (@), we assume kp; = iy = Kpy, = 1
for the BS-IRS link, the IRS-user link and the BS-user link,
respectively, and 02 = —100dBm for all users. For fair
comparison, the transmit power consumption is constrained
by Pmnax = 10dBm for the other benchmark systems.

Then, to show the effectiveness of the proposed joint design,
we compare the following four benchmarks for simulations:

e IEG-IRS: In an IEG-IRS aided MU-MISO system, the
proposed Algorithm 1 is employed to optimize the beam-
domain grouping strategy and the multi-user active-
passive beamforming;

e AEG-IRS: In an AEG-IRS aided MU-MISO system, the
algorithm proposed in [18] is adopted to jointly optimize
transmit beamforming at BS and adjacent-grouping pas-
sive precoding at AEG-IRS;

¢ U-IRS: In a U-IRS aided MU-MISO system, the algo-
rithm proposed in [14] is utilized to jointly optimize
active beamforming and constrained passive precoding,
treating the remaining uncontrolled reflective links as
combined channels from the BS to the users;

+ Random RCV: In an IRS-aided MU-MISO system, the
RCYV of all IRS elements is randomly set. Thus, the com-
bined channels from the BS to users are estimated and the
weighted mean-squared error minimization (WMMSE)
algorithm proposed in [39] is used to optimize the BS
beamforming;

e Without IRS: Similar as random RCV, the WMMSE
algorithm from [39] is adopted to optimize the BS
beamforming.

B. WSR versus number of groups

To observe the effect of different grouping numbers on the
WSR, we assume that a 10000-element IRS is adopted. Then,
in Fig. [ (a) and Fig. 4] (b), we plot the users” WSR versus the
number of IEG-IRS groups for the two considered scenarios.
From Fig. [] it is observed that as the number of groups ranges
from 1 to 2, the system capacity achieved by the IEG-IRS has



significantly increased. Subsequently, while the growth rate
of system capacity has decelerated, it continues to maintain
an upward trajectory with an increasing number of groups.
This is because when the number of IRS elements in each
group is sufficiently large, the system capacity loss caused by
a small number of groups (Q > 1) can be ignored from (T8).
Besides, the other benchmarks only achieve a limited WSR
gain, while our proposed IEG-IRS achieves a much higher
WSR gains. For example, when ) = 4, the WSR aided by
without IRS, AEG-IRS and IEG-IRS in scenario 1 are 12.65
bps/Hz, 13.08 bps/Hz and 18.24 bps/Hz, respectively, while
in scenario 2, the values are 0.05 bps/Hz, 1.02 bps/Hz and
10.02 bps/Hz, respectively. For those results, the AEG-IRS
obtains a 3 % gain in scenario 1 and a 1940 % gain in scenario
2. In contrast, the IEG-IRS achieves a much higher WSR
gains of 44 % in scenario 1 and 19940 % in scenario 2 than
others. It demonstrates that, compared with other benchmarks,
the implementation of our proposed grouping strategy has the
potential to facilitate enhanced communication for an XL-IRS
in low pilot overhead conditions. Besides, when the number
of groups is small (Q > 1), IEG-IRS can provide significant
performance gains. In the subsequent simulation experiments,
the number of the groups will be set by Q = 4.

C. WSR versus number of IRS elements N

For the same setup as in Fig. [d} we plot the users’ WSR ver-
sus the number of IRS elements /N with the number of groups
@ = 4 in Fig. [5] for the two considered scenarios. The optimal
grouping strategy has been determined by the deterministic S-
CSI in advance, and the real-time pilot overhead required for
IEG-IRS are consistent with those of other benchmarks. As the
number of IRS elements N increases, it is observed that the
IEG-IRS achieves higher and more sustainable system capacity
than the other benchmarks, and the performance improvement
for the IEG-IRS aided communication system is much larger
than that of other benchmarks. For example, when N increases
from 400 to 10000, the WSR of the AEG-IRS aided system
increases from 12.75 bps/Hz to 13.09 bps/Hz in scenario 1
and increases from 0.20 bps/Hz to 0.92 bps/Hz in scenario
2, respectively. By contrast, the WSR of the IEG-IRS aided
system increases from 13.08 bps/Hz to 18.21 bps/Hz in
scenario 1 and increases from 1.94 bps/Hz to 10.17 bps/Hz
in scenario 2, respectively. These results show that, compared
with the other benchmarks, increasing the number of IRS
elements of IEG-IRS is much more efficient for improving
the system capacity, which is consistent with the performance
analysis described in Section III.

D. WSR versus AP-IRS distance

Same as the setups in Subsection V-B, we plot the WSR
versus AP-IRS distance L to show the notable performance
improvement by the IEG-IRS for two considered scenarios in
Fig. [6] It is assumed that the IRS is located at (L,0,8m),
where L ranges from 0 to 300m. And a 10000-element IEG-
IRS and @ = 4 are adopted. From Fig. [6] it is observed that
across all distance ranges, the WSR achieved by the IEG-IRS
is significantly higher than that of other benchmarks. Further,

T T T T T T T
ro A A A A A —A—Hh—A7
18 - ,zr Tt s s M 7
¥
17 ffffff .
= [ —A— IEG-IRS
T 16t B — . =A- AEG-IRS ]
£ :l - U-IRS ]
S 7 A U N S — -1 Random RCV ]
= i —©— Without IRS
14 ] S S
B -
A A TR
13 -A- ZS T B TR I SR S— .
12 4 6 8 10 12 14 16 18 20
Number of groups Q
(a) Scenario 1 with a LoS direct link.
8 e 7
~ | / —A— IEG-IRS
N
o T I e e S “-A- AEG-IRS
eg: I ~El- U-IRS
% 4 1 R R e £+ Random RCV ]
= : —©— Without IRS
e s TR R R S S —orocarara
pue" -l
Og?- o o o 7E:7 ,,,%,,, % @
A i i N oA AT P /AT AP

1 2 4 6 8 10 12 14 16 18 20
Number of groups Q

(b) Scenario 2 with a NLoS direct link.

Fig. 4. Simulation results for the WSR versus number of groups @ in an
IEG-IRS aided MU-MISO system (/N = 10000).

even when the IRS is located in the middle of the BS and the
users, the performance improvement for the IEG-IRS-aided
communication system is visible. For example, when L =
150m, the WSR aided by without IRS, AEG-IRS and IEG-
IRS in scenario 1 are 12.65 bps/Hz, 12.71 bps/Hz and 13.75
bps/Hz, respectively, while in scenario 2, the values are 0.05
bps/Hz, 0.06 bps/Hz and 4.05 bps/Hz, respectively. From
these results, it shows that for an XL-IRS, our proposed IEG-
IRS is promising for overcoming “multiplicative fading” and
improving system capacity in low pilot overhead conditions
even when the direct link is unobscured.

E. WSR versus BS transmit power

To evaluate the averaged performance in the coverage of
IEG-RIS, same as the setups in Fig.[d] the users’ WSR versus
the total power consumption Pyayx is shown in Fig. [7} It is
observed that the required power consumption for the IEG-
IRS aided system is much lower than that of other bench-
marks in both scenarios. For example, when the total power
consumption of the AEG-IRS aided system is Pp.x = 25
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Fig. 5. Simulation results for the WSR versus number of IRS elements N
in an IEG-IRS aided MU-MISO system (Q = 4).

dBm, the IEG-IRS aided system only requires 21.5 dBm in
scenario 1 and requires -2.5 dBm in scenario 2 for achieving
the same WSR. The reason behind for this result is that,
the impact of the large “multiplicative fading” on IEG-IRS
is much weaker than that of other benchmarks. Thus, the
IEG-IRS is promising for improving the energy efficiency of
communication systems.

VI. CONCLUSION

In this paper, we have analyzed the characteristics of XL-
IRS and proposed the concept of IEG-IRS to overcome the
fundamental bottlenecks between high computational com-
plexity and pilot overhead. Specifically, we have presented
the signal model for the IEG-IRS and given the intelligent
grouping strategy for reducing pilot overhead. Based on the
proposed signal model, we have analyzed the asymptotic
performance gain for IEG-IRS and then the problem of
WSR maximization in an IEG-IRS-aided MU-MISO system
is formulated. Subsequently, a two-stage algorithm design is
proposed to solve this problem. Finally, simulation results have
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Fig. 6. Simulation results for the WSR versus AP-IRS distance L in an
IEG-IRS aided MU-MISO system (/N = 10000 and @ = 4).

shown that, compared with the other benchmarks realizing
only a limited WSR gain, while the proposed IEG-RIS can
achieve a significant WSR gain in a typical communication
system, thus indeed overcoming the performance drawbacks.
Moreover, it is not difficult to observe that our proposed
grouping strategy can also be applied to multiple IRSs and
help to solve the high pilot overhead caused by the introduction
of multiple IRSs. As such, in the future, many researches on
XL-IRS are worth pursuing through the proposed IEG-RIS,
including multi-IRSs assistance [40], channel estimation [31]]
and near-field modeling [41]].

APPENDIX A
PROOF OF LEMMA 1
Recalling that ¢ = ci + co, where
C1 = a(;bzézuhru O] h;;z and Co =

débiéiuﬁju © le7 + Bébiéwﬁg‘u © flz7 + l;(sbzéwljl:u ® BZ7
denote the cascaded deterministic and stochastic components,
respectively. It is easy to verify that the cascaded deterministic

and stochastic components are statistically independent. For
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Fig. 7. Simulation results for the WSR versus BS transmit power Pmax in
an IEG-IRS aided MU-MISO system (N = 10000 and @ = 4).

the combined cascaded stochastic component denoted
by ¢ = Gecy, by invoking the Lindeberg-Lévy central
limit theorem, we have € ~ CN(0,ud%02,(1—a?)lg)
with any grouping, which each group contains the same
number of IRS elements. For the combined cascaded
deterministic component denoted by ¢; = Gc;, we have
c, = [cl,l,~~  Clpy ,CLN]T from (9) and (10), where
Cln = (—Zé‘bié‘iuefj%r(nfl)A and A = sin@bi-‘gsinﬁm c [071)
Then, the phases of the N-element response vector is
preprocessed as

(37

where © = [0, (N =1)A] |©] denotes the integer part
of © and (©), € (0,1).

Subsequently, the two cases of A as an irrational number
and a rational number are further analyzed. Let ¢! and &
denote the combined cascaded deterministic component ¢ in
the cases of irrational and rational numbers, respectively.

Firstly, when A 1is an irrational number, we as-

sume that <®> is sorted in ascending order. For sim-

plicity, recalled that 1,--- N denotes the reordered
indexs. By invoking the Weyl’s equidistribution theo-
rem [42] and the phase similarity clustering method,
~i _ _ q —j27(O)
we have fivq = pi0iul Zig(q—l)u-ﬁ(-zl el)J (®), N
a 4 (2a— D)=
Népibia [[21 e72™0d0 — pudpidpnae™ @ for Vg as
Q s T
p — oo, where & 4 1s the g-th elements in ¢} and © = Sle
’ Q
Then, by using the fact, it follows that
ézl — 16p; iy 20, (38)
- L (2Q—1)w P
where ¥ = [e 7@, e @ ]H and ¢ = 29

Secondly, when A is a rational number, a stranghtforward
idea is that it is always possible to find an irrational number
that approximates a given rational number. By using the
process of proof for the above irrational case, the rational case
completes the proof. A more rigorous proof is presented below.

Assuming that a fraction with a large denominator is
approximate to A, where the denominator satisfies both
a factor of N and a multiple of (), we then have that
A = %,T: %andn = %,wherex,y,Tandn
are integer, and the value of y is as large as possible. It
means that the N elements in <@> can be divided into
T identical arrays denoted by Y = [1,~~- ,yT_l} and
u = nT. Then, by using the phase similarity clustering
method, we ha(ve éiq )% Tdbiéiue*jzﬂq‘ylm n—1 N

. (2qn—m—1

T e
=0
Wopidirae " a@n

o
7327r§

s (2q71)7r
~ pudpidpeae ? @ for Vg as np —
00, where é{yq is the ¢-th elements in ¢}. By using the fact, it
follows that

671“ — /.Ldbi(siuZZLﬂ, (39)

As a consequence, we have ¢; — pdp; 04,209, Recalling that
¢ = c; + Co, the distribution for combined cascaded channel
¢ is given by

& ~ CN (udpibi2a9, pdy;67, (1 — a*)1g), (40)

This completes the proof.
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