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Abstract

Blockchains have block-size limits to ensure the entire cluster can keep up with

the tip of the chain. These block-size limits are usually single-dimensional, but

richer multi-dimensional constraints allow for greater throughput. The potential

for performance improvements from multi-dimensional resource pricing has been

discussed in the literature, but exactly how big those performance improvements

are remains unclear. In order to identify the magnitude of additional throughput

that can be unlocked by multi-dimensional transaction fees, we introduce the con-

cept of an α-approximation. A constraint set C1 is α-approximated by C2 if every

block feasible under C1 is also feasible under C2 once all resource capacities are

scaled by a factor of α (e.g., α = 2 corresponds to doubling all available resources).

We show that the α-approximation of the optimal single-dimensional gas measure

corresponds to the value of a specific zero sum game. However, the more gen-

eral problem of finding the optimal k-dimensional approximation is NP-complete.

Quantifying the additional throughput that multi-dimensional fees can provide al-

lows blockchain designers to make informed decisions about whether the additional

capacity unlocked by multi-dimensional constraints is worth the additional com-

plexity they add to the protocol.

1 Introduction and Motivation

Any new block added to the blockchain has to be replayed by the entire network. If the

block is too large and takes too long to replay, then slower replicas may fall behind the

tip of the chain, leading to degraded performance or even a pause in block production
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until the slow replicas can catch up. To ensure that all replicas can keep up, blockchain

designers place constraints on which transactions can be packed into a valid block. If

the leader proposes a block that violates these constraints, the rest of the cluster realizes

that the block is invalid and rejects it.

The original Bitcoin implementation [Nak09] defined size as the number of bytes

and limited a block to 1 Megabyte.1 Most blockchains in production today are only

slightly more sophisticated than this. Nearly all use a single-dimensional measure of

block size: for example, until recently, Ethereum sized all transactions according to a

measure it calls gas, and Solana measures transactions according to Computational Units

(CUs). But blockchains have more than a single constraint on new block production.

Not only do blockchains inherit all of the intricacies of the computers that run their

client software (e.g. storage, computation, memory bandwidth) but they also have to

grapple with communication between the replicas (networking). Therefore, a blockchain

protocol designer may wish to meter and price each of these resources separately—for

example, certain transactions may be computationally trivial but require large amounts

of networking or storage. This is not merely a theoretical concern—as of the Dencun

upgrade in Spring 2024, Ethereum now defines two types of resources “gas” and “blobs”.

At the time of writing of this paper, Ethereum allows blocks to use, at a maximum, 36M

gas and 6 blobs.2

While there has been some recent work dealing with multi-dimensional constraints in

blockchain systems [DECA23, CMW23, ADM24], handling multi-dimensional constraints

remains difficult. Not only does the optimal assembly of blocks become complex algo-

rithmically, but the pricing of transactions and the bidding process — the transaction fee

mechanism — must also take into account multiple resources, which further complicates

the strategic analysis. Avoiding this complexity is very desirable. This paper asks the

question of whether and to what extent the complexity of multiple dimensions is worth

the cost: how much do we lose by sticking to a single resource dimension?

Take, for example, a blockchain that has two resources, gas and blobs, similar to

Ethereum. Any given transaction can use some amount of gas and blobs. Can we

replace the two restrictions of gas ≤ 36M and blobs ≤ 6 by some single restriction

(α · gas + β · blobs ≤ B)? It is not difficult to see that the two constraints cannot be

replaced by a single linear one without incurring a loss. Figure 1 depicts the two “true”

constraints as well as a single linear inequality that implies both of them (gas+6·blobs ≤

36. However, note that this unavoidably rules out much of the space of actual block

1The later “SegWit” upgrade of Bitcoin took into account that not all bytes impose the same burden
on the implementation, defined different “weights” for different components of a transaction, giving a
measure of “virtual byte”, and limited blocks to 4 Mega Virtual Byte. This typically allowed 60%-70%
more transactions in a block relative to raw bytesize measurements.

2Ethereum also has a targeted size of 18M gas and 3 blobs, and the size of the block relative to the
target affects the prices charged in the next block. We will ignore the target and focus solely on the
maximum as the target is orthogonal to this paper.
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Gas used

Blobs used

y ≤ 6

x ≤ 36
x+ 6y ≤ 30

6

36

Figure 1: Two Ethereum-like constraints: the quantity x of one resource (gas) limited by
x ≤ 30 and the quantity y of another resource (fractional blobs) limited by y ≤ 6. The
best single-dimensional gas measure that captures both constraints is x+5y ≤ 30, losing
a factor of 2 in capacity in the worst case.

capacities in the worst case: a block which uses 18M gas and 3 blobs is considered as

full by the linear measure, whereas it is clearly half-full on each dimension.

It is easy to verify that, in the worst case, a single linear constraint may lose a factor

of k in a setting with k distinct resources. But this is without any further modeling of

how various resources are used by basic operations available in the protocol. How much

would actually lose given a specific instruction set?

We suggest a way to quantify the loss incurred based on the specific instruction

set and its associated costs, allowing a more nuanced decision of whether or not the

complexity of multi-dimensional fees is required. The hope is that in cases where a single

gas measure will incur only a small loss of capacity, blockchain designers will choose

simplicity. Conversely, in other cases, the loss may be too large, and the system would

be better off with a multi-dimensional fee market.

2 Model

O
p
e
ra

ti
o
n
s

Resources

Block B = (Bj)W = (wij)· ≤

Figure 2: Each row of the Operations-Resource Matrix represents an operation, each
column represents a resource, and each entry wij represents the amount of resource j
consumed by operation i.
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The basic property of the system that we will consider is the set of primitive operations

that the system provides (e.g. Ethereum opcodes or Solana Instructions), where each

transaction is composed of a sequence of primitive operations. Each of these primitive

operations i ∈ I is associated with the amount wij that it uses of each resource j ∈ J .

The actual constraints of the system allow a block to contain at most Bj quantity of

each resource j. The parameters of the system are thus the operation-resource matrix

W = (wij) and the resource capacities vector B = (Bj). We model the total use of

resources by a transaction as the sum of the resources used by all of the operations in it,

so a set of transactions T fits in a single block if and only if for every resource j we have

that
∑

i xiwij ≤ Bj , where xi is the number of uses of primitive operation i in T . We will

now define the sense in which a single synthetic constraint can replace the set of actual

constraints.

Definition 1 A gas measure for a given set of primitive operations is a non-negative

vector g = (gi). The gas measure is said to represent a given operation-resource matrix

W = (wij) with resource capacities B = (Bj) if for any non-negative vector x = (xi) we

have that
∑

i xigi ≤ 1 implies that
∑

i xiwij ≤ Bj for all j.

This definition requires that a single constraint on a set of transactions that requires

the total gas measure to be at most 1 is a sufficient condition for all resource constraints

to be met. It is easy to observe that for every operation-resource matrix W and resource

capacities vector B there is a unique optimal representation as a single gas measure. The

simple proof appears in Appendix A.2.

Observation 1 For every operation-resource matrix W = (wij) with resource capacities

B = (Bj), the gas measure given by gi = maxjwij/Bj represents W with B. Furthermore,

g is minimal in the sense that for any gas measure g′ that represents W with B we have

that for all i, g′i ≥ gi.

We thus see that if we want a single synthetic gas measure to imply all constraints

in the worst case then the cost gi of each operation should be the maximum over all

resources of the fraction of this resource’s capacity that is taken by the operation.

3 Results

The gas constraint being satisfied is, by definition, a sufficient condition for all resource

constraints being satisfied. It is certainly not a necessary condition as Figure 1 illus-

trates. But perhaps it is “close” to a necessary condition in the sense that some α-factor

relaxation of the gas constraint is a necessary condition? Quantifying this closeness is

what we are aiming for.
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Operation wi1 wi2 gi

Op1 2 1 1/3
Op2 6 2 2/3
Op3 9 1 3/5
Op4 10 1 2/3

Bj 15 3

Table 1: An example with four operations
and two resources: the operation matrix
W = (wij), resource bounds ~B, and the
implied single gas measure ~g.

Operation ui1 ui2 xi

Op1 2/5 1 5/11
Op2 3/5 1 0
Op3 1 5/9 0
Op4 1 1/2 6/11

yj 5/11 6/11 1/α = 8/11

Table 2: The associated game U = (uij),
column player (maximizer) strategy ~y, and
row player (minimizer) strategy ~x at equi-
librium, and game value 1/α.

Definition 2 A gas measure g that represents an operation-resource matrix W = (wij)

with resource capacities B = (Bj) is called an α-approximate representation (α ≥ 1), if

for any non-negative vector x = (xi) we have that
∑

j xiwij ≤ Bj for all j implies that
∑

i xigi ≤ α.

The single-dimensional approximability of W with B is the smallest value α for which

there exists an α-approximate gas measure representation of W with B.

The level of approximability quantifies how much is lost when replacing the multidi-

mensional constraints with the best single constraint that represents it. We completely

characterize this level as a value of the (zero-sum) game that is associated with W and B.

Perhaps surprising at first sight, the proof is straightforward and appears in Appendix

A.2.

Theorem 1 The single-dimensional approximability of an operation-resource matrixW =

(wij) with resource capacities B = (Bj) is the exactly the reciprocal of the value of the

zero-sum game with utilities uij = wij/(Bj · gi) and where gi = maxjwij/Bj is the gas

measure achieving this approximation (where the row player, who chooses i, is the mini-

mizer.)

Table 1 presents an example that has two resources with maximum sizes B1 = 15 and

B2 = 3 and four possible operations and calculates the minimal single gas measure g that

represents it. Table 2 presents the associated game with the player’s min-max strategies

and the associated value of the game which is the reciprocal of the approximation ratio,

α = 11/8, that is achieved by g.

The formal way to interpret an approximability ratio of α is as a resource augmen-

tation bound: suppose that we use the single gas measure g instead of the true multidi-

mensional constraints but compensate by augmenting all resource capacities by a factor

of α. Then, for any set of transactions that can fit into an original block according to the

real multidimensional constraints, the single gas measure will allow them to be packed

into a single α-augmented block. A more natural interpretation is that, if one assumes
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that transaction sizes are small relative to block sizes (and so integrality constraints are

insignificant),3 then the total capacity obtained by the single-dimensional measure is at

least 1/α fraction of the maximum possible capacity allowed by the true multidimensional

constraints.

This result compares the theoretical capacity of a blockchain under its true, multi-dimensional

constraints with that of a simplified model relying on a single gas-measure constraint.

Once the throughput gains provided by multi-dimensional fees are clearly quantified,

blockchain designers can more easily balance the trade-off between the high through-

put (but additional complexity) of multi-dimensional fee markets and the simplicity (but

lower capacity) of single-dimensional fee markets.

4 Optimal k-Dimensional Measures

Our basic results correspond to the loss from a single-dimensional measure. What should

a designer do if the computed worst-case loss from a single-dimensional measure is large?

A reasonable next step might be to accept a k-dimensional measure where k is much

smaller than the true number of resources |J | which we denote for brevity n.4 In this

section, we provide a preliminary investigation of selecting k and the associated loss.

To that end, as before, let W = (wij) ∈ R
|I|×n, where I indexes the set of primitive

operations and j = 1, . . . , n indexes the n resources. Let B = (B1, B2, . . . , Bn) ∈ R
n
>0

denote the resource capacities and define the normalized matrix

w′
ij =

wij

Bj

.

A block, represented by a nonnegative vector x = (xi), of counts of primitive operations

is feasible if
∑

i∈I

xi w
′
ij ≤ 1 for all j = 1, . . . , n.

Let K be the largest possible 1-norm for any feasible block.

When n ≫ k, we may wish to compress the n resources into a k-dimensional measure.

Definition 3 (k-Dimensional Gas Measure ) A k-dimensional gas measure A ∈ R
|I|×k

≥0

represents W ′ if for any x ≥ 0, we have:

∀r ≤ q :
∑

i

xiAir ≤ 1 =⇒
∑

i

xiw
′
ij ≤ 1∀j.

3Alternatively, as in [BN25], that the variable block size allowed by EIP-1559 can compensate for
integrality constraints.

4Note that in reality, a system has many resources that can be used in parallel—network, cache
storage, cold storage, multiple cores, GPUs, etc. Nevertheless, a planner may wish to only meter a few
“amalgamated” resources such as computation and storage in order to mitigate the UX and design issues
previewed above and discussed in the Appendix A.1.
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There are two main approaches one could envision to finding a k-dimensional gas

measure:

1. Partitioning: Partition the resources into k groups and apply the single-dimensional

measure to each group.

2. Factorization: Find a low-rank factorization of W ′ as AB + E where A and B

have small dimensions and E is a small error term.

We consider each in turn.

4.1 A Partitional Approach

Recall that in our single-dimensional model for n resources, for each primitive operation

i we define the optimal gas cost as

gi = max
j∈[n]

wij

Bj

,

where wij is the usage of operation i on resource j and Bj is the capacity of resource j.

Suppose we wish to reduce the n resources into k groups. Let P = {P1, P2, . . . , Pk}, be

a partition of the resource set {1, 2, . . . , n} into k disjoint subsets. For each subset Pr

we apply the single-dimensional measure only to the resources in Pr. That is, for each

operation i we define

g
(r)
i = max

j∈Pr

wij

Bj

.

If a transaction x ≥ 0 uses the operations, then its aggregated cost with respect to subset

Pr is

Cr(x) =
∑

i

xi g
(r)
i .

A natural way to define the loss (or approximation factor) of a partition P is to take the

worst-case over the k subsets:

L(P) = max
r=1,...,k

L(Pr),

where L(Pr) is the loss incurred by using the single-dimensional measure on resources in

Pr. Our goal is to choose the partition P that minimizes L(P). For our purposes, we

define the following decision version, i.e., does there exist a partition P of the resources

into k subsets such that

L(P) ≤ α0?

We now show that even in the case k = 2 the decision problem is NP-complete by

reducing from the well-known Equal Cardinality Partition [GJ79].
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Theorem 2 The decision problem for optimal k-partitioning for gas measures (with k =

2) is NP-complete.

This reduction shows that when the goal is to partition n resources into 2 subsets such

that the worst-case loss (as measured by the aggregated single-dimensional gas measures

on each subset) is minimized, the problem is NP-complete. (A similar argument extends

to any fixed k ≥ 2.)

4.2 A Factorization Approach

This approach seeks factor matrices A,B such that AB provides an upper bound on W ′.

Theorem 3 (k-Dim. Representation via Upper-Bounding Factorization) LetW ′ ∈

R
|I|×n

≥0 be the normalized operation-resource matrix. Suppose there exist matrices A ∈

R
|I|×k

≥0 and B ∈ R
k×n
≥0 such that:

1. W ′
ij ≤ (AB)ij for all i, j. (Element-wise inequality)

2. The L1 norm of columns of B is bounded: ‖B·,j‖1 =
∑k

r=1Brj ≤ 1 for all j =

1, . . . , n.

Then, the k-dimensional gas costs given by Air (i.e., gi = Ai,·) represents W ′.

The challenge here lies in finding suitable matrices A,B that satisfy W ′ ≤ AB and

‖B·,j‖1 ≤ 1: this is essentially Non-negative Matrix Factorization (NMF): see e.g., [LS00].

Trading off between k (the number of dimensions) and the size of B is a non-trivial

problem. We leave this as an open problem for future work.

Nevertheless, given a factorization, we can use the associated matrix A as a k-

dimensional gas measure. It is then natural to ask the associated approximation factor.

Theorem 4 Let A be a k-dimensional gas measure for W ′ calculated using the fac-

torization approach of Theorem 3. For each ℓ ∈ [k], define the utility matrix U ℓ as

U ℓ
ij = w′

ij/Aiℓ. Then, the approximability is the reciprocal of the minimum game value

among the games {ℓ ∈ [k] | U ℓ}.

How then does this approach compare to the partitional approach we outlined pre-

viously? We show that the factorization approach is at least as good as the partitional

approach:

Corollary 5 For any number of dimesnions k, there exists a k-dimensional gas measure

A via the factorization approach of Theorem 3 that is at least as good as the optimal

k-dimensional gas measure via the partion approach of Theorem 2.
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Finding good algorithms for the factorization approach is an open problem, as we

described above. However, in practice, there are only a small, finite number of resources,

and so the factorization approach may nevertheless be useful via brute-force. The exact

gains to be had from using this approach is an interesting empirical problem that depends

on the details of the blockchain and the architecture of its clients, and we leave this as

future work.

5 Practical Bounds

The analysis above is a theoretical worst-case one. Using it directly on the set of possible

operations of a system will often give you bad estimates. For example, when considering

a single-dimensional gas measure. There will always be some operations that use only a

single resource, which takes us back to the worst case over all systems for which the bound

is as high as the number of different resources. In reality one may get more “mileage” —

i.e., better bounds on the maximal possible loss — by taking into account some further

knowledge about the actual system. We mention two significant such considerations.

Finally we conclude with a discussion of the modeling assumption that underlie our

paper.

5.1 Using Distributional Information

Our analysis above was worst-case in two respects: not only does the gas measure g

always guarantee that we are within the constraints of the system, but the approximation

factor calculated was for a worst-case mixture of operations. Practically, we may have

a reasonable estimate, based on historical data, of the actual mix of operations. A

reasonable practical goal would be to choose a gas measure that is safe in the worst-case

— i.e., still take our minimal g — but evaluate its quality based on the historical mix

of operations. This is quite easy to do using the game specified, by using the historical

distribution on operations as the row player’s strategy xhist (after taking into account the

implied scaling) and then looking at the best reply of the column (maximizing) player to

it. Since the row (minimizing) player is not playing his optimal strategy anymore, the

column player will be able to achieve a higher outcome νhist ≥ ν than the game’s value,

and the reciprocal of that αhist = 1/νhist will give a lower, better, approximation ratio. As

an extreme example of this, consider the operation-matrix in Table 3 with two resources

and three operations. Another example that spells out how the operation frequencies are

scaled to get the distribution xhist appears in Appendix A.3.

More generally, historical analysis may give a range of possible distributions. By

defining the set of strategies of the row player to be this range, and computing the

minimax, we have the worst case performance of the minimal measure g over historical

9



Operation wi1 wi2 gi

Op1 0 1 1
Op2 1 1 1
Op3 1 0 1

Bj 1 1

Table 3: An extreme example with three operations and two resources that has an approxima-
bility ratio of 2 with the row player’s equilibrium strategy being (1/2, 0, 1/2). However if the
actual historical distribution is, say, (5%, 80%, 15%), then the maximizing player will play the
first resource giving him expected utility of 0.85 implying that the actual loss by using g will
only be αhist = 1/0.85 = 20/17.

data.

An important observation is that this approximation guarantee holds not just over a

single block with the given distribution of operations but even over a sequence of blocks

with the given average distribution, and this is so since the column player can consistently

play his best-reply to the average distribution.

5.2 Non-congesting Resources

The analysis above need only be applied to resources that actually constrain the system

at the block level. Blockchains systems often have other resources that do not constrain

the system at the block level and these can be taken care of in a way that is completely

independent of our analysis above, and in particular do not need to be folded into the

single gas measure. This is significant since these resources are often rather “orthogonal”

to other congesting resources so folding them into the same single gas measure would

incur a much higher loss.

Take for example a typical “Layer 2” blockchain. The amount of storage cells modified

by a transactions carries a cost to the system (that needs to pay a data availability

provider to store it), but is not by itself a binding constraint on the system. In such

cases, the use of such a “non-congesting” resource needs to be tracked and paid for but

since these resource do not limit inclusion in the block they need not be considered in

the operation-resource matrix or folded into our single gas measure.

5.3 Modeling Assumptions

There are two main modeling assumptions that we make in this paper:

1. The resources used by a given operation are fixed and known in advance.

2. The resources used by a collection of transactions are the sum of the individual

resource usages.

10



Both of these are sensible to a first approximation. For example, the amount of storage

used by a collection of transactions is indeed the sum of the individual storage usages.

That said, in modern high-performance blockchains, both assumptions may be less

appropriate. For example, many blockchains use parallel processing to speed up the

execution of transactions. In this case, the total computational usage of a transaction

depends on the other transactions in the block (due to write conflicts etc), since this de-

termines how parallelizable the block is. Similarly, the cost of reading from cold storage

may depend on whether a recent past transaction has already read the same piece of data

(in which case it is already in memory). In such cases, our resource matrix may be inter-

preted as a “maximum” usage. The actual usage may be lower, and using distributional

assumptions as discussed in Section 5.1 may give a better approximation.
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A Appendix

A.1 Difficulties with Multidimensional Resources

While it is certainly obvious that handling more complex scenarios such as multi-dimensional

resources is more difficult than handling the simpler case of a single-dimensional gas, it

is still worthwhile some of the specific difficulties that this entails.

We start with the algorithmic problem. In the multidimensional case, assembling the

block becomes a multi-dimensional knapsack problem (see, e.g., survey [Fré04]). Not only
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is it NP-complete but even solving the linear programming relaxation is no longer an easy

greedy algorithm, and need not be as good a heuristic for the original program as it is

in the single dimensional case. Furthermore, looking at the assembly of the sequence

of blocks as an online problem, the multidimensional case can provably not be handled

as well as the single dimensional case [BN25]. Finally, transactions often lack precise

estimates of the quantities of resources that they use. In Ethereum, for example, only

upper bounds are given, but the actual payment is according to the actual amount of

resources used. Luckily the basic greedy algorithm for composing a block handles this

discrepancy well since it just sorts the transaction by bid-per-unit and so over-estimating

your resource use hardly changes the outcome.5 It is not clear that the same robustness

to resource use declaration will hold in the multi-dimensional case.

We continue with the strategic difficulties. How would one even bid in the multi-

dimensional case? The natural way would be to suggest a single bid for the whole

transaction (which can specify the value of the transaction or a global tip amount, if using

EIP-1559-like fixed prices) together with quantities for each resource. This solution would

rule out the natural semantics of bidding per-unit of resource (since it combines multiple

resources into one bid) requiring precise estimates —-rather than just upper bounds—of

the resources used by each transaction. The alternative is to provide a maximum price

for each resource together with the quantity of use of this resource. This option is not

clear in its semantics and, in particular, destroys any“incentive compatibility” as it is

unclear how a user should split their value for a transaction into bids for the different

resources. Ethereum currently uses a hybrid method that seems susceptible to both types

of difficulties where a maximum price is specified for each resource (gas and blobs) but a

“tip” (per-unit) is specified only for the gas resource.

A.2 Proofs

Proof of Observation 1. Look at some fixed operation i∗ and resource j∗ and

consider xi∗ = 1 and xi = 0 for all i 6= i∗. Clearly, in order for
∑

i xigi = gi∗ ≤ 1 to imply
∑

i xiwij∗ = wi∗j∗ ≤ Bj∗ we must have gi∗ ≥ wi∗j∗/Bj∗. Taking the maximum over all

possible resources, we must have gi∗ ≥ maxj wi∗j/Bj. To see that this gas measure suffices,

assume that
∑

i xi maxj wij/Bj ≤ 1 we thus have that for every j:
∑

i xi ·wij/Bj ≤ 1 and

thus
∑

i xi · wij ≤ Bj , as needed.

Proof of Theorem 1. Let ν be the value of this game and denote α = 1/ν. Let (x∗
i )

be the equilibrium strategy of the row (operation) minimizing player.

The first thing that we have to show is that for any non-negative vector x = (xi) we

5Except in the rare case that your transaction just fits into the remaining block space but the over-
estimate makes it look as though it wouldn’t.
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have that

∀j :
∑

i

xiwij ≤ Bj =⇒
∑

i

xigi ≤ α.

Assume by way of contradiction that
∑

i xigi = α′ > α. Define x′
i = xigi/α

′. So we have

that
∑

i x
′
i = 1 so (x′

i) is a valid strategy for the row player. Therefore, we must have

that

max
j

∑

i

x′
i · uij ≥ ν,

i.e., for some j we have that,

∑

i

(xi ·
gi
α′
) ·

wij

Bj · gi
≥ ν.

Since α′ · ν > 1 we get
∑

i xi · wij > Bj, a contradiction, as needed.

The second thing that we have to show is that α is optimal in the sense that there

exists some non-negative vector x = (xi) with
∑

i xiwij ≤ Bj such that for some j we

have
∑

i xigi ≥ α. Take xi = α · x∗
i /gi where x∗

i is the minimizing strategy of the row

player. Note that for this choice of xi we have that,
∑

i xigi = α ·
∑

i x
∗
i = α. Further,

note that:
∑

i

xiwij = αBj ·
∑

i

x∗
iwij/(Bj · gi) = αBj ·

∑

i

x∗
iuij.

Since x∗ is the minimizing strategy we have that for every j,
∑

i x
∗
iuij ≤ ν and thus

∑

i xiwij ≤ αBjν = Bj as needed.

Proof of Theorem 2. We prove the theorem by reduction from Equal Cardinality

Partition (ECP), which is a well-known NP-complete problem.

Definition 4 (Equal Cardinality Partition (ECP)) Given an integer k and a mul-

tiset S of 2k positive integers that sum to 2T , the ECP problem is to partition S into 2

subsets of cardinality k that each sum to T .

We will show that the 2-gas-partition problem is NP-complete by reduction from

ECP. Fix an instance of ECP where S = {s1, . . . , s2k}. We construct an instance of the

2-gas-partition problem defined as:

• Operations: There are two operations for each element si ∈ S, i.e. |I| = 4k: for

each ℓ ∈ [2k], we have two operations i1ℓ , i
2
ℓ .

• Resources: There are two resourses for each element si ∈ S, i.e. |J | = 4k: for

each ℓ ∈ [2k], we have two resources j1ℓ , j
2
ℓ .

• Costs: For each ℓ ∈ [2k], operations i1ℓ , i
2
ℓ use 0 of all resources except j1ℓ , j

2
ℓ . The
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2-by-2 submatrix of these costs is given by:

(

1 1− κℓ

1− κℓ 1

)

where κℓ = 2sℓǫ/(1 + sℓǫ) and ǫ is any constant such that 0 < ǫ < 1
2T
.

Claim 6 The instance of ECP has a solution if and only if the instance of the 2-gas-

partition problem has a solution of approximability k + Tǫ.

Consider the following proof of the claim for each direction:

( =⇒ ) Suppose that S can be partitioned into two subsets S1, S2 of cardinality k such

that
∑

s∈S1
s =

∑

s∈S2
s = T . Consider the corresponding parition of the resources into

the two subsets J1, J2 of cardinality 2k each, where sℓ ∈ Si =⇒ j1ℓ , j
2
ℓ ∈ Ji for i ∈ {1, 2}.

The minimax strategy for the row player in game i is to play the operations i1ℓ , i
2
ℓ each

with probability:

1

2

(1 + sℓǫ)
∑

s∈Si
(1 + sǫ)

=
1

2

(1 + sℓǫ)

k + Tǫ
.

and the minimax strategy for the column player is to randomize over all resources in Ji

with equal probability.

The value of the game is the 1/(k+Tǫ) and the approximability of the 2-gas-partition

problem is thus k + Tǫ as needed.

( ⇐= ) Suppose that there exists a partition of the resources into two subsets J1, J2,

such that the 2-gas-partition problem has a solution of approximability k + Tǫ. This

implies that each game i has a solution of approximability (k + Tǫ). We need to show

that this implies that S can be partitioned into two subsets S1, S2 of cardinality k such

that
∑

s∈S1
s =

∑

s∈S2
s = T .

First note that each of J1 and J2 must have cardinality exactly 2k. To see this, note

that otherwise the larger set would necessarily have an approximability of at least k + 1

which is larger than k + Tǫ.

Next, note that the resources in J1 must be paired (and therefore, also, the resources

in J2). To see this, suppose not, suppose that J1 contains m > 0 unpaired resources and

k− m
2
pairs of paired resources (our previous claim implies that m must be even). Then,

the approximability of each game is at least k +m which is greater than k + Tǫ by our

assumption.

Finally, suppose that each of J1 and J2 contain exactly k pairs of paired resources.

Denote the subset of S that corresponds to the resources in J1 as S1, and the subset of S
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that corresponds to the resources in J2 as S2. Observe that the for the game corresponding

to J1, the corresponding minimax strategy if for the row player to play the operations

i1ℓ , i
2
ℓ each with probability:

1

2

(1 + sℓǫ)
∑

s∈S1
(1 + sǫ)

=
1

2

(1 + sℓǫ)

k + ǫ
∑

s∈S1
s
.

The approximability of this game is thus k+ ǫ
∑

s∈S1
s, and similarly for S2. Therefore if

the approximability of the 2-gas-partition problem is k+Tǫ, we must have that
∑

s∈S1
s =

∑

s∈S2
s = T .

Proof of Theorem 3. Assume x ≥ 0 satisfies
∑

i xiAir ≤ 1 for all r. Let yr =
∑

i xiAir,

so 0 ≤ yr ≤ 1. We want to show
∑

i xiw
′
ij ≤ 1 for all j. Using condition (1) (W ′ ≤ AB):

∑

i

xiw
′
ij ≤

∑

i

xi(AB)ij

Expanding the matrix product:

∑

i

xi(AB)ij =
∑

i

xi

∑

r

AirBrj =
∑

r

(

∑

i

xiAir

)

Brj =
∑

r

yrBrj

Since yr ≤ 1 and we assumed Brj ≥ 0:

∑

r

yrBrj ≤
∑

r

(1)Brj =
∑

r

Brj = ‖B·,j‖1

Using condition (2) (‖B·,j‖1 ≤ 1):

∑

r

yrBrj ≤ 1

Combining the inequalities, we have
∑

i xiw
′
ij ≤ 1 for all j.

Proof of Theorem 4. The proof is similar to the proof of Theorem 1. Fix any ℓ ∈ [k]

and let U ℓ be the utility matrix for the game corresponding to the ℓ-th dimension. Let

νℓ be the value of this game and let αℓ = 1/νℓ.

The first thing that we have to show is that for any non-negative vector x = (xi) we

have that

∀j :
∑

i

xiw
′
ij ≤ 1 =⇒

∑

i

xiAiℓ ≤ αℓ.

Assume by way of contradiction that
∑

i xiAiℓ = α′ > αℓ. Define x′
i = xiAiℓ/α

′. So we

have that
∑

i x
′
i = 1 so (x′

i) is a valid strategy for the row player. Therefore, we must
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have that

max
j

∑

i

x′
i · u

ℓ
ij ≥ νℓ,

i.e., for some j we have that,

∑

i

(xi ·
Aiℓ

α′
) ·

w′
ij

1 · Aiℓ

≥ νℓ.

Since α′ · νℓ > 1 we get
∑

i xi · w
′
ij > 1, a contradiction, as needed.

The second thing that we have to show is that αℓ is optimal in the sense that there

exists some non-negative vector x = (xi) with
∑

i xiw
′
ij ≤ 1 such that for some j we have

∑

i xiAiℓ ≥ αℓ. Take xi = αℓ · x∗
i /Aiℓ where x∗

i is the minimizing strategy of the row

player. Note that for this choice of xi we have that,
∑

i xiAiℓ = αℓ ·
∑

i x
∗
i = αℓ. Further,

note that:
∑

i

xiw
′
ij = αℓ ·

∑

i

x∗
iw

′
ij/(Aiℓ) = αℓ ·

∑

i

x∗
iu

ℓ
ij.

Since x∗ is the minimizing strategy we have that for every j,
∑

i x
∗
iu

ℓ
ij ≤ νℓ and thus

∑

i xiw
′
ij ≤ αℓνℓ = 1 as needed.

Having shown the approximation factor for any single dimension, the approximation

factor for the k-dimensional gas measure is clearly the maxmium, i.e., the reciprocal of

the minimum game value almong the games {ℓ ∈ [k] | U ℓ}.

Proof of Corollary 5. Consider the partitional approach and fix any k-element

partition of the resources into k subsets J1, . . . , Jk. Note that we could have also written

the associated gas measure as one potential k-dimensional factoring where:

Aiℓ = max
j∈Jℓ

w′
ij,

Bℓj = 1j∈Jℓ.

Therefore clearly the factorization approach is at least as good as the partitional approach.

A.3 An example for using distributional information of opera-

tions

Consider the system described in Table 1, with its minimal gas measure g denoted in the

table too. Assume that we know that all four operations have equal frequency f1 = f2 =

f3 = f4 = 1/4. To translate these frequencies into the probabilities played by the row

player in the game depicted in Table 2, we need to follow the two implied scalings that

are depicted in tables 4 and 5. The first scaling normalizes all columns by dividing each

column by Bj , obtaining table 4 and the second scaling normalizes all rows by dividing
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Freq. OP wi1 wi2 gi

1/4 Op1 2/15 1/3 1/3
1/4 Op2 2/5 2/3 2/3
1/4 Op3 3/5 1/3 3/5
1/4 Op4 2/3 1/3 2/3

1 Bj 1 1

Table 4: The same example as in table 1,
after normalizing Bj ’s to 1, with the raw
operation frequencies.

Freq. OP wi1 wi2 gi

1/12 Op1 2/5 1 1
1/6 Op2 3/5 1 1
3/20 Op3 1 5/9 1
1/6 Op4 1 1/2 1

17/30 Bj 1 1

Table 5: The same example as in table 4,
after normalizing gi’s to 1. The frequences
are also adjusted. E.g. each normalized-
OP1 is equivalent to 3 original-OP1’s.

each row by gi obtaining table 5 which gives exactly the game shown in table 2. The row

player’s probability for each of the normalized operations is normalized by multiplying

fi by gi and then normalizing the sum of the normalized frequencies to 1. Thus for

example the translated frequency of the normalized first operation will be calculated as

xhist
1 = f1 · g1/(

∑

figi) = (1/4) · (1/3)/((1/3 + 2/3 + 3/5 + 2/3)/4) = 5/34 and similarly,

xhist
2 = 10/34, xhist

3 = 9/34 and xhist
4 = 10/34. Consequently, playing column 1 gives

(5/34) · (2/5)+(10/34) · (3/5)+(9/34) ·1+(10/34) ·1 = 27/34 and playing column 2 gives

25/34. So the loss in this given operation distribution is 34/27 (reciprocal of the obtained

utility), which is lower than the loss in the completely worst-case bound of 11/8.
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