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Abstract. We consider the computation of internal solutions for a time domain plasma wave
equation with unknown coefficients from the data obtained by sampling its transfer function at the
boundary. The computation is performed by transforming known background snapshots using the
Cholesky decomposition of the data-driven Gramian. We show that this approximation is asymptot-
ically close to the projection of the true internal solution onto the subspace of background snapshots.
This allows us to derive a generally applicable bound for the error in the approximation of internal
fields from boundary data for a time domain plasma wave equation with an unknown potential q.
For general q ∈ L∞, we prove convergence of these data generated internal fields in one dimension
for two examples. The first is for piecewise constant initial data and sampling τ equal to the pulse
width. The second is piecewise linear initial data and sampling at half the pulse width. We show
that in both cases the data generated solutions converge in L2 at order

√
τ . We present numerical

experiments validating the result and the sharpness of this convergence rate.

1. Introduction. There is a vast literature on the inverse scattering problem
of determining an unknown potential q from boundary data for the plasma wave
equation

(1.1) utt −∆u+ q(x)u = 0,

see, for example [31, 27, 37, 15, 14, 33, 30, 17, 36, 29, 34]. It is well known that
knowledge of the interior solution u makes the reconstruction problem for q much
easier. Indeed, some methods to compute q from boundary data construct an approx-
imate u as an intermediary step [29], and the ability to obtain internal data is a main
advantage to coupled physics, or hybrid inversion methods [2].

One class of inversion methods use reduced order models, or ROMs. Reduced
order models (ROMs) in this context are finite dimensional versions of (1.1) that
can be determined from the boundary data, see for example [3], and have led to
efficient inversion algorithms [5, 8, 20, 19, 9, 10]. In the work [7], it was first found
that one could use ROMs to produce accurate internal data from the boundary data
only. These approximate fields can then be combined with the Lippmann-Schwinger
integral equation for image reconstruction [22, 23, 11, 24, 25], where the image quality
depends on the accuracy of the approximation of the internal fields. The accuracy
of these fields has mostly been explained in the following intuitive (but non rigorous)
way: after sequential orthogonalization of the time snapshots, the perturbed and
background orthogonalized snapshots are quite similar due to the cancellation of the
reflected wave.

One result about the data generated snapshots is in the appendix of [11], where the
authors construct an exact solution for the case of a piecewise constant medium in one
dimension with interfaces exactly coinciding with the time steps. They show that if the
initial wave starts with support away from the interfaces, the data-generated solutions
are exact. This is because for this special medium, the true snapshots are exactly a
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linear combination of the background snapshots. In this paper, we consider a general
setup, where obtaining the exact solution is not possible. We show that the error in
the data-generated solutions can be controlled by the error in the best approximation
of the true solutions from the space of background snapshots, and these errors become
asymptotically close if the error in the best approximation is small. Then, for well-
chosen initial waves, we obtain convergence of the data generated internal solutions for
general one-dimensional media. The general error bounds hold for any SISO (single
input-single output) problem regardless of dimension, however, in higher dimensions
a SISO background subspace will not generally be rich enough for convergence. In
higher dimensions a MIMO setup (multiple input -multiple output) will be necessary
for convergence, and the approach presented in this manuscript provides a framework
for a rigorous higher dimensional study. Convergence is based on the following steps:

1. The data generated internal snapshots can be characterized as the unique
(admissible) linear combination of background snapshots that exactly inter-
polate the true Gramian (mass matrix) M .

2. For a sufficiently rich space of background snapshots, the best approximations
will have a mass matrix that is close to the true mass matrix. We show a
stability result for the mapping from the mass matrix to the snapshots, and
this relates the data-generated solutions to these best approximations.

3. Since the background snapshots are in the approximation space, the best
approximation error is based on the regularity of the scattered field, which is
much more regular than the singular pulse.

The analysis shows that the shape of the pulse and the time sampling interval should
be such that the background snapshots form a good approximation space; but not
oversampled to cause the mass matrix to be badly conditioned. We prove convergence
for two one-dimensional examples. In the first example we use a piecewise constant
approximate delta pulse with sampling equal to the pulse width τ . In the second
example, we probe with a piecewise linear approximate delta pulse with the time
sampling τ at half of the pulse width. In both cases we have convergence of the
solutions on the order of

√
τ for q ∈ L∞.

The paper is organized as follows. In Section 2, we describe precisely the inverse
problem. The method to construct the approximate internal fields from the boundary
data is described in Section 3, along with a proof that they interpolate the Gramian
exactly. In Section 4 we prove a general error bound. The main results are Proposition
2 and Corollary 1, showing that these data generated internal fields have error that
is asymptotically close to the error in the projections of the true solutions onto the
background snapshot space. In Section 5 we show that by using a step function
initial wave, we obtain convergence as the sampling interval approaches zero. We
consider a piecewise linear hat initial wave in Section 6. In Section 7 we discuss
how this framework works in higher dimensions, and in Section 8 we show numerical
experiments. Section 9 contains a discussion of other possible generalizations and
future work.

2. Problem setup. We consider first a single input/single output (SISO) prob-
lem. That is, for now we assume we have just one source collocated with the receiver,
and consider the following wave model problem for a domain Ω ⊂ Rn

(2.1) utt −∆u+ q(x)u = 0 in Ω× [0,∞)
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with initial conditions

u(t = 0) = g in Ω(2.2)

ut(t = 0) = 0 in Ω(2.3)

∂u

∂ν
= 0 on ∂Ω(2.4)

where g is initial data representing a localized source near the boundary, and we
assume homogeneous Neumann boundary conditions on the spatial boundary ∂Ω. We
assume q(x) ≥ 0 is our unknown potential, not necessarily small, but with compact
support. The exact forward solution to (2.1-2.4) is

(2.5) u(x, t) = cos (
√

−∆+ qt)g(x),

where the square root and cosine are defined via the spectral theorem. This solution
is assumed to be unknown, except near the receiver. Assume we measure the solution
back at the source at the 2n−1 evenly spaced time steps t = kτ for k = 0, . . . , 2n−2,
the receiver modeled by

F (kτ) =

∫
Ω

g(x)u(x, kτ)dx

=

∫
Ω

g(x) cos (
√

−∆+ qkτ)g(x)dx.(2.6)

The inverse coefficient problem one may consider is as follows: Given

{F (kτ)} for k = 0, . . . , 2n− 2,

reconstruct q. To this end, we first compute, from the boundary data only, approxi-
mations of the internal snapshots uk = u(x, kτ) for k = 0, . . . , n−1. It is the accuracy
of these data generated internal solutions that is the subject of this paper. That is,
the problem we consider in this manuscript is: Given

{F (kτ)} for k = 0, . . . , 2n− 2,

reconstruct
{u(x, kτ)}

for k = 0, . . . , n− 1.

3. Construction of internal solutions and a characterization. Consider
the true snapshots

uk = u(x, kτ).

An essential component of the reduced order model is the Gramian, or mass matrix
M given by

(3.1) Mkl =

∫
Ω

ukuldx

for k, l = 0, . . . , n − 1. It is well known that M can be obtained from the data. To
see this, M can be written as

(3.2) Mkl =

∫
Ω

g(x) cos (
√

−∆+ qkτ) cos (
√
−∆+ qlτ)g(x)dx.
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thanks to the formula (2.5). Then, from (2.6), (3.2), and the cosine angle sum formula,
one has

(3.3) Mkl =
1

2
(F ((k − l)τ) + F ((k + l)τ)) ,

a direct formula from the data. Now, let

U = [u0, . . . , un−1]

be a row vector of the true snapshots, so we can write

(3.4) M =

∫
Ω

U⊤U.

Consider also the background field u0(x, t), the solution to (2.1-2.4) with q(x) = 0,
which we can assume that we know. Let

U0 = [u0
0, . . . , u

0
n−1]

be a row vector of the background snapshots u0
k = u0(x, kτ), and let

M0 =

∫
Ω

U⊤
0 U0

be the background mass matrix. To compute the data generated snapshots, we first
compute the unique Cholesky decompositions

M = LL⊤ M0 = L0L
⊤
0 .

These Cholesky decompositions were first used to solve the coefficient inverse problem
in [21]. From these we compute the row vector of data generated internal fields

(3.5) U := U0L
−⊤
0 L⊤ = U0T

where T is upper triangular and

(3.6) T = L−⊤
0 L⊤.

Note that the entries (columns) of U are in the finite dimensional space U0 generated
by the entries (columns) of U0, and U is obtainable from the data. The reason
that the approximation U is consistent with the true internal fields is the following
characterization.

Lemma 3.1. The row vector of data generated internal fields U = U0T for T
given by (3.6) satisfies

(3.7)

∫
Ω

U⊤U = M

where M is the true mass matrix (3.4). Furthermore, T is the unique upper triangular
transformation of U0 with positive diagonal entries which has this property.

Proof. The formula (3.7) follows from direct calculation. For uniqueness, if T̃ is
upper triangular with positive diagonal entries and∫

Ω

T̃⊤U⊤
0 U0T̃ = M,
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then
T̃⊤M0T̃ = M,

which means that T̃⊤L0 is a Cholesky factor of M , hence T̃ = T by uniqueness of the
Cholesky factorization.

Remark 3.2. We can relate U given by (3.5) to the continuum formally as follows.
If u(x, t) is the internal solution for unknown q(x) and u0(x, t) = δ(x − t) is the
background solution corresponding to q0(x) = 0 and singular pulse, then for x ̸= t we
have

(3.8) u(x, t) =

∫ t

0

u(t′, t)u0(x, t
′)dt′.

So, for an approximate delta initial wave, one has approximately that

(3.9) u(x, t) =

∫ t

0

T (t′, t)u0(x, t
′)dt′

where kernel T (t′, t), is close to being independent of x. Its discretization in t and t′

yields a decomposition of the snapshots of u into a basis of background snapshots, and
T (t′, t) becomes a matrix, which should be triangular since it inherits the structure
of u(t′, t). For some special cases of piecewise constant layered media, the discrete
counterpart of (3.9) becomes exact [13, 11], however, its convergence in general has
only been understood on an intuitive level. This is related to the theory of trans-
mutation operators and the Gelfand-Levitan-Marchenko theory [32, 1, 28], but the
precise connections need to be explored further. We note that the results in Section
4 hold for any initial wave, while the convergence in the examples in Sections 5 and
6 requires that the initial pulse approaches a delta.

Our data generated internal fields are of the form U = U0T where T is upper tri-
angular, so the data generated internal field can only be composed of background
snapshots from previous and current time steps. Our strategy to analyze the error
U − U is to compare U to the best possible approximation that is of this form. We
formalize this with a definition.

Definition 3.3. Using the sequential basis U0 = [u0
0, . . . , u

0
n−1] of background

snapshots for the space U0, we define the admissible set Vn
0 ⊂ [U0]

n to be

Vn
0 = {V = U0T̃ | T̃ upper triangular with positive diagonal entries}.

That is, for V = [v0, . . . vn−1], each vi is in the subspace generated by u0
0, . . . , u

0
i , and

its coefficient of u0
i is positive.

Lemma 3.1 shows that if the true snapshots are in Vn
0 , U will be exact. It was already

shown in [11] that this is the case if the medium is piecewise constant with jumps
exactly coinciding with the time steps in one dimension. In this paper we extend that
work by showing more generally that the error in U can be controlled by the error in
the best approximation of U from Vn

0 . That is, the data generated approximations
to the internal fields U can be viewed as a nonlinear (oblique) projection of the true
snapshots onto the admissible set Vn

0 ,

4. A general error bound. Suppose that some approximation

Û = U0T̂
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is in the admissible set Vn
0 from Definition 3.3. Define M̂ to be the mass matrix of

these approximations,

M̂ =

∫
Ω

Û⊤Û ,

and define L̂ to be its unique Cholesky factor. In order to measure the error, it
will be convenient to use a particular norm on [L2(Ω)]n. For a set of functions V =
[v0, . . . , vn−1] ∈ [L2(Ω)]n, we define

(4.1) ∥V ∥2 =

(
n−1∑
i=0

∥vi∥22

)1/2

.

With this norm, we see that if V were time snapshots of a continuous v(x, t) with
steps τ , then

∥V ∥2√
n

≈ ∥v(x, t)∥L2(Ω×[0,nτ ])

using a left hand rule in time. The following Lemma states that the error between
the data generated snapshots and any other admissible approximation is the norm
difference of their corresponding Cholesky factors.

Lemma 4.1. Let U = U0T for T given by (3.6) be the row vector of data generated
internal fields. For any admissible approximation Û = U0T̂ ∈ Vn

0 , let M̂ be its mass
matrix and L̂ its Cholesky factor. Then we have

(4.2) ∥U− Û∥2 = ∥L− L̂∥F ,

and furthermore

(4.3) ∥U∥2 = ∥U∥2 = ∥L∥F ,

where U is the vector of true snapshots, L is the Cholesky factor of the true mass
matrix M , and ∥ · ∥F refers to the matrix Frobenius norm.

Proof. We can calculate∫
Ω

(U− Û)⊤(U− Û) =

∫
Ω

(T − T̂ )⊤U⊤
0 U0(T − T̂ )

= (T − T̂ )⊤M0(T − T̂ ).(4.4)

Recalling that T = L−⊤
0 L⊤, we note also that we must have T̂ = L−⊤

0 L̂⊤, and this
yeilds

(4.5)

∫
Ω

(U− Û)⊤(U− Û) = (L− L̂)(L− L̂)⊤.

From taking the trace of both sides of (4.5) we get that

trace

(∫
Ω

(U− Û)⊤(U− Û)

)
= trace

(
(L− L̂)(L− L̂)⊤

)
= ∥L− L̂∥2F
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by the definition of Frobenius norm. The diagonal of the above matrix contains the
squares of the L2 function errors, so the above says that

(4.6)

n−1∑
i=0

∥ui − ûi∥22 = ∥L− L̂∥2F .

Also, using Lemma 3.1, we see that

(4.7)

n−1∑
i=0

∥ui∥22 =

n−1∑
i=0

∥ui∥22 = trace(M) = ∥L∥2F .

We will need the following Theorem on the forward stability of Cholesky factorization,
see for example [16].

Theorem 4.2. (Stewart, Sun) Let L be the Cholesky factor of M and L̂ be the
Cholesky factor of M̂ . Let κ2(M) be the condition number of M ,

κ2(M) = ∥M∥2 · ∥M−1∥2.

Let

(4.8) ϵ = ∥M − M̂∥F /∥M∥2.

Then if ϵκ2(M) < 1, we have

∥L− L̂∥F ≤ 1√
2
∥L∥2κ2(M)ϵ+O(ϵ2).

We can combine this Theorem with Lemma 4.1 to relate the difference between the
data generated internal solutions and any admissible approximation to U to the differ-
ence in their mass matrices. This also shows general stability for the data generated
fields with respect to purturbations in the mass matrix.

Proposition 4.3. Let U = [u0, . . . , un−1] be the vector of true internal snapshots,
M be the true mass matrix (3.1), and let

U = U0T = [u0, . . . ,un−1]

for T given by (3.6) be the row vector of data generated internal fields. If Û =
[û0, . . . , ûn−1] is any admissible approximation from [U0]

n to the true snapshots U ,
and M̂ is their corresponding mass matrix, then for

(4.9) ϵ = κ2(M)
∥M − M̂∥F

∥M∥2

small enough,

(4.10) ∥U− Û∥2 ≤ ϵ∥U∥2.

Proof. Combining Lemma 4.1 with Theorem 4.2, we have

(4.11) ∥U− Û∥2 ≤ κ2(M)∥L∥2
∥M − M̂∥F

∥M∥2
,

if we assume that ϵ < 1 is small enough. Since ∥L∥2 ≤ ∥L∥F = ∥U∥2 , the result
follows.
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Observe that the admissible space Vn
0 is a subset of the subspace of [U0]

n containing
upper triangular transformations of U0. So, if the orthogonal projection of the true
snapshots onto this subspace has positive diagonal entries (which physically we ex-
pect), it will be admissible, and this will be the best admissible transformation. In
this next Lemma, we find a bound for the error in the mass matrix for this projection.

Lemma 4.4. Let U = [u0, . . . , un−1] be the vector of true internal snapshots, M
be the true mass matrix (3.1). Define Û = [û0, . . . , ûn−1] to be the L2 projections of
the true snapshot where each ui is projected onto span{u0

0, . . . , u
0
i }, and let M̂ be their

mass matrix. Then

(4.12) ∥M − M̂∥F ≤ ∥U − Û∥22 + ∥R∥F

where

Rij =


∫
Ω
(ui − ûi)ûj i < j∫

Ω
ûi(uj − ûj) i > j

0 i = j

Proof. Consider

(M − M̂)ij =

∫
Ω

uiuj −
∫
Ω

ûiûj

=

∫
Ω

ui(uj − ûj) +

∫
Ω

(ui − ûi)ûj ,

=

∫
Ω

(ui − ûi)(uj − ûj) +Rij

where we have used that the ui − ûi are orthogonal to ûj for j ≤ i. So,

|(M − M̂)ij | ≤ ∥ui − ûi∥2∥uj − ûj∥2 + |Rij |

where the first terms on the right hand side are the entries of an outer product and
therefore

∥M − M̂∥F ≤ ∥v⊤v∥F + ∥R∥F
≤ ∥v∥2 + ∥R∥F

where the norm ∥ · ∥ denotes the vector 2 norm and

v = [∥u0 − û0∥2, . . . , ∥un−1 − ûn−1∥2]

which proves the desired result.

The previous results combine to give us a general bound for the error in the data
generated internal solutions.

Proposition 4.5. Let U = [u0, . . . , un−1] be the vector of true internal snapshots,
M be the true mass matrix (3.1), let

U = U0T = [u0, . . . ,un−1]

for T given by (3.6) be the row vector of data generated internal fields, and let Û =
[û0, . . . , ûn−1] to be the L2 projections of the true snapshot where each ui is projected
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onto span{u0
0, . . . , u

0
i }, that is, Û = U0T̂ for T̂ upper triangular. If T̂ has positive

diagonal entries, then for ϵ given by (4.9) small enough

(4.13)
∥U− Û∥2√

n
≤ κ(M)

∥U∥2

(
∥U − Û∥22 + ∥R∥F

)
.

and hence by the triangle inequality

(4.14)
∥U− U∥2√

n
≤ κ(M)

∥U∥2

(
∥U − Û∥22 + ∥R∥F

)
+

∥U − Û∥2√
n

where R is given as in Lemma 4.4.

Proof. Since T̂ is upper triangular by definition, if it has positive diagonal entries
then Û is admissible, and we can apply Proposition 4.3 in addition to Lemma 4.4. We
also use Lemma 4.1 to get ∥U∥22 = ∥L∥2F = ∥M∥F ≤

√
n∥M∥2 and obtain the first

inequality.

Consider now the best L2 approximation to U from the full space [U0]
n, the orthogonal

projections, which we will call PτU . We may have that PτU is admissible. In this case,
PτU = Û , and the term R in the above theorem is zero due to the full orthogonality.

Corollary 4.6. Let U = [u0, . . . , un−1] be the vector of true internal snapshots,
M be the true mass matrix (3.1), let

U = U0T = [u0, . . . ,un−1]

for T given by (3.6) be the row vector of data generated internal fields, and let PτU
be the L2 projections of the true snapshot onto the full space [U0]

n. If PτU ∈ Vn
0 (i.e.

it is in the admissible set), then for ϵ given by (4.9) small enough

(4.15)
∥U− PτU∥2√

n
≤ κ(M)

∥U∥2
∥U − PτU∥22.

Remark 4.7. Corollary 4.6 says that if the full projection is in the admissible
space and has small error, the data generated solutions are asymptotically close this
projection. In general, the full projection will not be in Vn

0 , and the matrix R accounts
for it not conforming to our admissible space. For localized initial data, R will have a
banded structure with small entries thanks to causality. An important point is that
the background snapshots are exactly in the approximation space and admissible set
Vn
0 ⊂ [U0]

n, so for any projection, the error will depend on the regularity of U − U0.
That is, if the initial wave is an approximate delta, U itself is not regular, but the
most singular part of U is approximated exactly.

5. An example with a step function initial wave. Let us consider the one
dimensional case of (2.1-2.4) where Ω = (0, L) ⊂ R for L large,

(5.1) utt − uxx + q(x)u = 0 in (0, L)× [0,∞)

with initial and boundary conditions

u(t = 0) = g in (0, L)(5.2)

ut(t = 0) = 0 in (0, L)(5.3)

ux(x = 0) = ux(x = L) = 0 for all t ∈ [0,∞).(5.4)
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We measure the solution back at the source at the 2n − 1 evenly spaced time steps
t = kτ for k = 0, . . . , 2n− 2,

(5.5) F (kτ) =

∫ 1

0

g(x)u(x, kτ)dx.

We will take initial data g to be a piecewise constant function source near x = 0.
Define the reference step function

(5.6) H(x) =

{
1 −1/2 ≤ x ≤ 1/2
0 otherwise

,

and for a given time sampling size τ let us take initial data

(5.7) g(x) = 2
H(x/τ)

τ
.

Note that the scaling is chosen so that g is an approximate δ pulse function, and for
any τ , ∫ 1

0

g(x)dx = 1.

The background solution at the kth step for k ≥ 1 will be

u0
k = u0(x, kτ) = g(x− kτ)/2 =

H((x− kτ)/τ)

τ
,

and so the background snapshots are simply piecewise constant functions on a grid
with nodes (k + 1/2)τ for k = 0, . . . , n − 1, with no overlapping support. Defining
T = (n − 1/2)τ , the space U0 will be the piecewise constant space on this grid with
support on the spatial domain [0, (n−1/2)τ ] = [0, T ]. We assume L > T . To construct
our internal solutions, we find the mass matrix

(5.8) Mkl =

∫
Ω

ukuldx

for k, l = 0, . . . , n− 1 from the data by taking

(5.9) Mkl =
1

2
(F ((k − l)τ) + F ((k + l)τ)) ,

and the background mass matrix

M0 =

∫
Ω

U⊤
0 U0,

where U0 = [u0
0, . . . , u

0
n−1] is the vector of background solutions. We compute the

data generated snapshots U from the Cholesky decompositions

M = LL⊤ M0 = L0L
⊤
0 ,

and we set

(5.10) U := U0(L
⊤
0 )

−1L⊤ = U0T

where T is upper triangular. The following estimate is well known, see for example
[12].
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Proposition 5.1. For any v ∈ H1([0, T ]) for T = (n − 1/2)τ , let Pτv be its
L2 projection onto the piecewise constant space U0 = span{u0

0, . . . u
0
n−1}. Then there

exists C independent of v and τ such that

∥v − Pτv∥L2([0,T ]) ≤ Cτ∥v∥H1([0,T ]).

We also will need a convenient version of a standard estimate.

Lemma 5.2. Let U = [u0, . . . , un−1] be the vector of true internal snapshots, and
let U0 = [u0

0, . . . , u
0
n−1] be the corresponding background snapshots. Then for τ =

T/(n− 1) small enough, there exists CT depending on T but independent of U , q and
n such that

(5.11) ∥ui − u0
i ∥H1(Ω) ≤ CT ∥q∥∞

∥U∥2√
n

.

for each i = 0, . . . , n− 1.

Proof. If u solves (2.1)-(2.4) and the background solution u0 solves (2.1)-(2.4)
with q(x) = 0, then the difference u− u0 satisfies

(5.12) (u− u0)tt −∆(u− u0) = −q(x)u in Ω× [0,∞)

with initial conditions

(u− u0)(t = 0) = 0 in Ω(5.13)

(u− u0)t(t = 0) = 0 in Ω(5.14)

∂

∂ν
(u− u0) = 0 on ∂Ω.(5.15)

From standard energy estimates we have (see for example Theorem of [26]) that

(5.16) sup
t∈[0,T ]

∥u− u0∥H1(Ω) ≤ CT

∫ T

0

∥q(x)u∥L2(Ω)dt,

which implies that

(5.17) sup
t∈[0,T ]

∥u− u0∥H1(Ω) ≤ CT ∥q∥∞
∫ T

0

∥u∥L2(Ω)dt.

Hence we have for each i = 1, . . . , n,

(5.18) ∥ui − u0
i ∥H1(Ω) ≤ CT ∥q∥∞

∫ T

0

∥u∥L2(Ω)dt.

Consider the integral in the right hand side above. Since ∥u∥L2(Ω) is continuous in
time, its Reimann sums, including a left hand rule, will converge. So, by adjusting
with a constant, for example 2, we have for τ = T/(n− 1) small enough∫ T

0

∥u∥L2(Ω)dt ≤ 2τ

n−1∑
i=0

∥ui∥L2(Ω)

≤ 2τ
√
n(

n−1∑
i=0

∥ui∥2L2(Ω))
1/2(5.19)

≤ 2T√
n
∥U∥2.(5.20)
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Remark 5.3. We note that we also also have that

(5.21) sup
t

∥u− u0∥∞ ≤ CT

where CT is independent of h. Using the one dimensional Green’s function for the
wave equation with source qu, we get that u− u0 can be written as an integral of qu,
yielding

(5.22) sup
t

∥u− u0∥∞ ≤ CT ∥q∥∞ sup
t

∥u(·, t)∥L1(Ω).

It is well known that

sup
t

∥u(·, t)∥L1(Ω) ≤ CT ∥u0(·, t)∥L1(Ω),

which is bounded.

We note now that since the background snapshots are in the approximation space U0,
we have that

ui − Pτui = (ui − u0
i )− Pτ (ui − u0

i ),

so we can apply Proposition 5.1 to v = ui − u0
i . Combining this with Lemma 5.2, we

get

Lemma 5.4. Let U = [u0, . . . , un−1] be the vector of true internal snapshots, and
let PτU = [Pτu0, . . . , Pτun−1] be their L2 projections onto U0. Then for τ = T/(n−
1/2) small enough, there exists CT depending on T but independent of U , q and n
such that

(5.23) ∥ui − Pτui∥2 ≤ CT τ∥q∥∞
∥U∥2√

n

for i = 1, . . . , n, and hence

(5.24) ∥U − PτU∥2 ≤ CT τ∥q∥∞∥U∥2.

Note that for this example, the background snapshots are already orthogonal, and so
M0 and L0 are diagonal matrices with condition number clearly bounded with respect
to τ . Furthermore, the sequential admissible projections, Û = [û0, . . . , ûn−1], where
each ui is projected onto span{u0

0, . . . , u
0
i }, are exactly the same as the orthogonal L2

projections. That is,

Û = PτU.

The diagonal elements of L0 are given by

(L0)ii = ∥u0
i ∥2

and the diagonal elements of L̂ are given by

L̂ii =< ui,
u0
i

∥u0
i ∥2

> .

This next Lemma relates the diagonal elements (eigenvalues) of L̂ to those of L0.
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Lemma 5.5. For τ small enough,

| L̂ii

(L0)ii
− 1| ≤ C

√
τ

for some C independent of n, τ and i.

Proof. We write

| L̂ii

(L0)ii
− 1| = |< ui − u0

i , u
0
i >

∥u0
i ∥22

| ≤ ∥ui − u0
i ∥2

∥u0
i ∥2

from Cauchy-Schwartz. The result follows from (5.21) since ∥u0
i ∥2 = O(1/

√
τ).

Lemma 5.6. The mass matrix M given by (5.8) satisfies

κ(M) = ∥M∥2∥M−1∥2 ≤ C

for some C independent of τ (and n).

Proof. From Lemma 5.5, since the eigenvalues of L̂ are its diagonal, we clearly
have κ(L̂) bounded and therefore κ(M̂) bounded with respect to τ . Since by Lemma
4.4

∥M
n

− M̂

n
∥2 ≤ ∥U − Û∥22

n
≤ Cτ2∥U∥22 ≤ Cτ

where C is independent of τ , M/n is arbitrarily close to M̂/n in norm. Additionally
nM̂−1 is bounded since L̂ii is order

√
n by Lemma 5.5. So M must also have bounded

condition number.

Finally, by using Proposition 4.5, we have the following estimate.

Proposition 5.7. Let U = [u0, . . . , un−1] be the vector of true internal snapshots,
M be the true mass matrix (3.1), let U be the row vector of data generated internal
fields given by (5.10). Then for τ small enough, there exists CT depending on T but
independent of U , q and τ such that

(5.25)
∥U− U∥2√

n
≤ CT τ

2∥q∥2∞∥U∥2 + CT τ∥q∥∞
∥U∥2√

n
.

Proof. Since the sequential projections Û are truly orthogonal, Û = PτU , and the
R in Lemma 4.4 is zero. Furthermore, from Lemma 5.5, we know that the diagonal
entries of L̂ must be positive for τ small enough, since the diagonals of L0 are clearly
positive. Hence the diagonal entries of T̂ = L−⊤

0 L̂⊤ must be positive. We now can
apply Proposition 4.5 and Lemma 5.4, which yields

(5.26)
∥U− U∥2√

n
≤ CT τ

2κ(M)∥q∥2∞∥U∥2 + CT τ∥q∥∞
∥U∥2√

n
.

The result follows from Lemma 5.6.

Remark 5.8. We note that Proposition 5.7 shows convergence of order
√
τ since

∥U∥2 is O(
√
n/

√
τ).
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6. An example with a piecewise linear initial wave. Let us again consider
the one dimensional case of (2.1-2.4) where Ω = (0, L) ⊂ R for L large,

(6.1) utt − uxx + q(x)u = 0 in (0, L)× [0,∞)

with initial and boundary conditions

u(t = 0) = g in (0, L)(6.2)

ut(t = 0) = 0 in (0, L)(6.3)

ux(x = 0) = ux(x = L) = 0 for all t ∈ [0,∞).(6.4)

In this section, we assume that q is smooth enough so that for any t ≤ T < L, u− u0

is in H2([0, L]). We assume that L > T . We again measure the solution back at the
source at the 2n− 1 evenly spaced time steps t = kτ for k = 0, . . . , 2n− 2,

(6.5) F (kτ) =

∫ 1

0

g(x)u(x, kτ)dx.

In this case we will take initial data g to be a continuous piecewise linear hat function
source near x = 0. Define the reference hat function

(6.6) ϕ(x) =

 1 + x −1 ≤ x ≤ 0
1− x 0 ≤ x ≤ 1
0 otherwise

,

and for a given time sampling size τ let us take initial data

(6.7) g(x) = 2
ϕ(x/τ)

τ
.

Again the scaling is chosen so that g is an approximate δ pulse function, and for any
τ , ∫ 1

0

g(x)dx = 1.

The background solution at the kth step for k ≥ 1 will be

u0
k = u0(x, kτ) = g(x− kτ)/2 =

ϕ((x− kτ)/τ)

τ
,

and so the background snapshots are simply the standard piecewise linear finite ele-
ment basis on a spatial grid with of step τ . Defining T = nτ , the space U0 will be the
finite element space with support on the spatial domain [0, nτ ] = [0, T ], zero at the
right endpoint.

To construct our internal solutions, we find the mass matrix

(6.8) Mkl =

∫
Ω

ukuldx

for k, l = 0, . . . , n− 1 from the data by taking

(6.9) Mkl =
1

2
(F ((k − l)τ) + F ((k + l)τ)) ,
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and the background mass matrix

M0 =

∫
Ω

U⊤
0 U0,

where U0 = [u0
0, . . . , u

0
n−1] is the vector of background solutions. We compute the

data generated snapshots U from the Cholesky decompositions

M = LL⊤ M0 = L0L
⊤
0 ,

and we set

(6.10) U := U0(L
⊤
0 )

−1L⊤ = U0T

where T is upper triangular. The following estimate is well known, see for example
[12].

Proposition 6.1. For any v ∈ H1([0, T ]) with v(x) = 0 for x ≥ (i + 1)τ , i ≤
n− 1, let v̂ be its L2 projection onto the piecewise linear space U0 = span{u0

0, . . . u
0
i }.

Then there exists C independent of v and τ such that

∥v − v̂∥L2([0,T ]) ≤ Cτ∥v∥H1([0,T ]).

Since the background snapshots are in the approximation space U0, we have that

ui − ûi = (ui − u0
i )− ̂(ui − u0

i ),

so we can apply Proposition 6.1 to v = ui − u0
i , which due to causality is zero for

x ≥ (i+ 1)τ .

Lemma 6.2. Let U = [u0, . . . , un−1] be the vector of true internal snapshots, and
let Û = [û0, . . . , ûn−1] be the sequential causal L2 projections described above. Then
for τ = T/n small enough, there exists CT depending on T but independent of U , q
and n such that

(6.11) ∥ui − ûi∥2 ≤ CT τ∥ui − u0
i ∥H1([0,T ])

for i = 1, . . . , n, and hence

(6.12) ∥U − Û∥2 ≤ CT τ∥U − U0∥[H1([0,T ])]n .

We again will need a Lemma which relates the diagonal elements (eigenvalues) of
L̂ to those of L0.

Lemma 6.3. Define ū0
i to be the sequentially orthonormalized background snap-

shots, then
L̂ii =< ui, ū

0
i >,

and
(L0)ii =< u0

i , ū
0
i >

for ui, u
0
i the true and background snapshots, satisfy

| L̂ii

(L0)ii
− 1| ≤ C

√
τ

for some C independent of n, τ and i.
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Proof. The proof is similar to Lemma 5.5 since again ui − u0
i is small compared

to u0
i .

We again have that κ(M) is bounded independent of τ .

Lemma 6.4. The mass matrix M given by (5.8) satisfies

κ(M) = ∥M∥2∥M−1∥2 ≤ C

for some C independent of τ (and n).

Proof. We first note that the background mass matrix M0 is simply the mass
matrix for the standard one dimensional piecewise linear basis functions on [0, T ] on a
uniform mesh of size τ , multiplied by 1/τ2. This scaling does not affect the condition
number, and it is well known that κ(M0) ≤ 3. We remark that 6τM0 is the tridiagonal
matrix with 4 on the diagonal and 1 on the off diagonal, so this is the scaling in which
the eigenvalues are O(1). This means that the condition number of L0 is bounded.
Due to Lemma 6.3, the rest of the argument follows the same as in Lemma 5.6.

Unlike the example from the previous section, the background snapshots are over-
lapping, and the admissible projections Û are not the same as the full orthogonal
projections PτU . The full projection onto U0 will in general have a contribution from
u0
i+1. Indeed,

Pτui = ûi+ < ui, ū
0
i+1 > ū0

i+1

where {ū0
i } are the orthonormalized background snapshots. This means that R in

Lemma 4.4 and Proposition 4.5 will be nonzero on its super and sub diagonal.

Proposition 6.5. Let U = [u0, . . . , un−1] be the vector of true internal snapshots,
M be the true mass matrix (3.1), let U be the row vector of data generated internal
fields given by (5.10). Then for τ small enough, there exists C depending on T and q
but independent of U and τ such that

(6.13)
∥U− U∥2√

n
≤ C

√
τ

(
1 + sup

i
∥ui − ûi∥∞

)
.

Proof. We first show that Û , the vector of L2 projections of U onto the partial
subspaces, is admissible. For Û = U0T̂ , it is clear that T̂ is upper triangular by the
definition of Û . Furthermore, from Lemma 6.3, we know that the diagonal entries
of L̂ must be positive for τ small enough, since the diagonals of L0 are clearly posi-
tive. Hence the diagonal entries of T̂ = L−⊤

0 L̂⊤ must be positive, and we can apply
Proposition 4.5 and Lemma 6.2. As explained above, R is not zero in this case, but
is nonzero only on the two off diagonals. Holder’s inequality gives

|Ri,i+1| ≤ ∥ui − ûi∥∞∥ûi+1∥1 ≤ C∥ui − ûi∥∞∥ui+1∥1,

since ui+1 and its projection are close in L2, and are therefore close in L1 on a
bounded domain. Furthermore, each ui+1 is bounded in L1 since the initial waves
are, see Remark 5.3. Hence by possibly adjusting the constant we have

|Ri,i+1| ≤ C∥ui − ûi∥∞.

The estimate is done similarly for the subdiagonal. From the definition of the Frobe-
nius norm and the sparsity of R, this yields

∥R∥F ≤ C
√
n sup

i
∥ui − ûi∥∞.
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Using Proposition 4.5,

(6.14)
∥U− U∥2√

n
≤ κ(M)

(
∥U − Û∥22

∥U∥2
+ C

√
n
supi ∥ui − ûi∥∞

∥U∥2

)
+

∥U − Û∥2√
n

.

We know from direct calculation that

∥U0∥2√
n

=

√
2/3√
τ

,

so from the boundedness of ∥U−U0∥2√
n

it follows that there exists c > 0 such that

∥U∥2√
n

≥ c
1√
τ
.

Hence we can adjust the constant C so that

(6.15)
∥U− U∥2√

n
≤ κ(M)

(
∥U − Û∥22

∥U∥2
+ C

√
τ sup

i
∥ui − ûi∥∞

)
+

∥U − Û∥2√
n

.

By Lemma 6.2 and Lemma 5.2,

(6.16)
∥U − Û∥2√

n
≤ Cτκ(M)

∥U∥2√
n

.

and so the result follows from Lemma 6.4 and again adjusting the constant C.

7. Higher Dimensions. The results in the Section 4 are for the SISO (single
input/single output) setup, and hold in any dimension. For small enough q, the
error in the data generated snapshots will be controlled by the error in the best
approximation from the background snapshot space. In one spatial dimension, this is
enough to obtain accurate approximations. In higher dimensions, snapshots coming
from one source will not be rich enough to obtain a good approximation of the field,
even if we were to have the best approximation exactly. (In [24, 25] it was shown
numerically that for SISO data spherical averages of the fields can be reconstructed.)
In order to obtain accurate data generated solutions in higher dimensions, one needs to
have more sources and receivers. This will require a MIMO (multiple input/multiple
output) setup with several source/receiver pairs. This is modeled by

utt + (−∆+ q)u = 0 in Ω× [0,∞)(7.1)

u(t = 0) = gj in Ω(7.2)

ut(t = 0) = 0 in Ω(7.3)

where Ω is a domain in Rd and each gj , for j = 1, . . .K, is a pulse localized near a
point xj . Denote by u(i)(x, t) the field corresponding to source gi, and assume that
we have the full response matrix

F ji(kτ) =

∫
Ω

gj(x)u
(i)(x, t)dx(7.4)

=

∫
Ω

gj(x) cos (
√
−∆+ qkτ)gi(x)dx,(7.5)
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for j, i = 1, . . . ,K, and k = 0, . . . , 2n − 1. The component F ji(kτ) represents the
response at receiver j from source i at time kτ . Define

u
(i)
k = u(i)(x, kτ)

to be the kth snapshot of u(i). For this problem, the mass tensor is given by

(7.6) Mklij =

∫
Ω

u
(i)
k u

(j)
l dx,

for k, l = 0, . . . , n − 1 and i, j = 1, . . . ,K. The tensor M can be viewed as an n × n
matrix of blocks of size K ×K. The K ×K block Mkl can be obtained directly from
the data by the extension of (3.3) to blocks:

(7.7) Mkl =
1

2
(F ((k − l)τ) + F ((k + l)τ)) ,

see for example [11]. Let

U = [u
(1)
0 , u

(2)
0 , . . . , u

(K)
0 , u

(1)
1 , u

(2)
1 , . . . , u

(K)
1 , . . . , u

(1)
n−1, u

(2)
n−1, . . . , u

(K)
n−1],

be a row vector of the true internal solutions, ordered first by time step and second
by some fixed ordering of the sources. Similarly, let

U0 = [(u0
0)

(1), . . . , (u0
0)

(K), . . . , (u0
n−1)

(1), . . . , (u0
n−1)

(K)],

be the corresponding background fields, ordered in the same way, and let M0 be
the corresponding background mass matrix. To compute the data generated internal
fields in this case, we compute a block Cholesky decomposition,

M = LL⊤

where L is block lower triangular. Recall that in the SISO case the diagonal of L
is chosen to be positive, giving us uniqueness. In the block Cholesky case there is
more non-uniqueness since there is a choice of the square root of the positive definite
diagonal blocks. For the SISO problem, we saw that due to the asymptotics, this
non-uniqueness in the ± of the square root used in the Cholesky decomposition does
not affect the final representation (which has diagonal asymptotically = 1). In the
MIMO case we believe that the matrix square root non-uniqueness will also not affect
the final result, as the diagonals should be asymptotically the identity.

The choice of the square root of the diagonal blocks in the block Cholesky decom-
position will determine the admissible space. Once we have made such a choice, we
perform a similar decomposition / orthogonalization for the background mass matrix

M0 = L0L
⊤
0

and define the internal solutions generated directly from the data

U = U0(L0)
−⊤L⊤.

If L are and L0 are chosen to be lower triangular, the results of Section 4 carry over
exactly. However, this choice is not physical since it would enforce spatial causality.
Additionally, in practice conditioning issues can occur when the background solutions
overlap. More analysis is required, and this is the subject of future work.
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8. A Numerical Example. We consider equation (2.1) in Ω = [0; 200] with
initial conditions and boundary conditions (2.2)-(2.4) for piecewise linear g(x) given
by (6.7) and

q(x) = 0.3e−0.04(x−70)2 .

Though the initial condition is continuous, its derivative is discontinuous, so the
numerical solution may exhibit the Gibbs effect. To avoid its propagation into the
convergence study of our algorithm, we discretized (2.1) on a fine enough grid using
N = 153600 spatial grid steps. Then, for the corresponding spatial grid step h =
200/N we applied a finite-difference second-order scheme with time-step ∆t = h/2
to generate the data on the time interval [0;T ] for T = 100. We considered data
sampling with τ = T/n for n = 75, 150, 300, 600. In Fig.1 we plotted (for each
of the sampling rates) for the terminal time T , the reconstructed solution U, the
true solution U , background solution U0, and the causal projection Û of U onto the
subspace of background snapshots. The reconstructed solutions match the true one
pretty well, even for n = 75. Then, in Fig. 2 we plotted the errors of reconstructions
for various values of n for the terminal time T . As one would expect, the error is
mostly concentrated near the singular part of the solution, Finally, in Fig. 3 we
plotted the convergence rate in the L2 norm. As one can observe, it matches well
with the

√
τ error decay.

9. Discussion. First, we should note that the more commonly used variable
speed wave equation

1

c2(z)
wtt − wzz = 0

can be transformed into the plasma wave equation via the application of consecutive
travel-time and Liouville transforms, so our analysis can be extended to this problem
as well. Extensions to variable wave-speed multidimensional formulations, however,
would be more difficult due to the variable metric in geometric optics. Also, our
analysis can be extended to the frequency domain problems in the Loewner framework
[6] by using the Lanczos-Cholesky analogy, and this is the subject of future work.

As discussed in Section 7, extensions of this work to the multidimensional MIMO
formulations [20] for the plasma wave equation are also possible using a block-Cholesky
formulation. Due to the non-uniqueness of the square roots of the positive definite
blocks and conditioning issues that occur when the background solutions begin to
overlap, this will require more analysis.

There is also a possibility of using our approach for the analysis of related ap-
proaches such as Marchenko redatuming [35] and boundary control [4, 18], but these
are yet to be investigated.
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