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Wave turbulence describes the long-time statistical behavior of out-of-equilibrium systems com-
posed of weakly interacting waves. Non-Hermitian media ranging from open quantum systems to
active materials can sustain wave propagation in so-called PT -symmetric states where gain and
loss are effectively balanced. Here, we derive the kinetic equations governing wave turbulence in a
prototypical non-Hermitian medium: a three-dimensional fluid with odd viscosity. We calculate its
exact anisotropic solution, the so-called Kolmogorov-Zakharov spectrum, and validate the existence
of this regime using direct numerical simulations. This non-Hermitian wave turbulence generates
a direct cascade that is sustained down to the smallest scales, suppressing the transition to strong
turbulence typically observed in rotating fluids and electron magnetohydrodynamics. Beyond odd
viscous fluids, this qualitative mechanism applies to any non-linear system of waves where non-
Hermitian effects are enhanced at small scales through gradient terms in the dynamical equations,
e.g. via odd elastic moduli or other non-reciprocal responses.

Wave turbulence describes the long-time statistical be-
havior of out-of-equilibrium systems composed of weakly
interacting waves [1–6]. Non-Hermitian media ranging
from open quantum systems to active materials can sus-
tain wave propagation in so-called PT -symmetric states
where gain and loss are effectively balanced [7–35]. Here
we ask: what happens to such non-Hermitian media
when their non-linear dynamics is dominated by weakly
interacting waves? We dub this realm non-Hermitian
wave turbulence.

We exemplify our approach by studying this wave
turbulence in a prototypical non-linear non-Hermitian
system: the Navier-Stokes equations of a fluid with
additional dissipationless viscosity coefficients variously
known as odd, Hall or gyroviscosity [36–51]. Non-
Hermitian media often feature activity (i.e. gain) at the
microscopic level in addition to dissipation (i.e. loss),
both of which can balance to generate waves in the sys-
tem. As a case in point, experimental realizations of
odd-viscous fluids, ranging from magnetized polyatomic
gases [52] to magnetized graphene [53] and spinning col-
loids [54], are all characterized by the presence of rota-
tional drive at the microscopic level.

If a fluid is rotated as a whole around a fixed axis,
anisotropic wave turbulence is typically observed at large
scales, while isotropic strong turbulence is observed at
small scales [55–57], see Fig. 1a. In our non-Hermitian
fluid, by contrast, wave turbulence is sustained all the
way down to the smallest active scales of the flow
(Fig. 1b). Intuitively, this non-Hermitian effect occurs
because odd viscosity acts on velocity gradients. Un-
like chiral body forces, e.g. Coriolis, the generation of
waves by odd viscosity is thus enhanced as wavenumber

increases, suppressing the potential transition to strong
turbulence. Strong turbulence is observed in odd fluids as
a distinct regime (Fig. 1c), studied in Refs. [58, 59], where
the description of the odd fluid in terms of weakly inter-
acting waves breaks down, in a similar way as the quasi-
particle picture breaks down in non-Fermi liquids [60].
Beyond odd viscous fluids, the qualitative mechanism
investigated here applies to any non-linear system of
waves where non-Hermitian effects are enhanced at small
scales through gradient terms in the dynamical equa-
tions, e.g. via odd elastic moduli or other non-reciprocal
responses [16, 37, 61].
Non-Hermitian chiral fluid—Consider an incompress-

ible chiral fluid with cylindrical symmetry in a direction
e∥ [39], along which all the particles are assumed to be
spinning. The flow u is described by the Navier-Stokes
equations including odd viscosity,

Dtu = −∇p+




ν νodd 0
−νodd ν 0

0 0 ν


∆u+ f (1)

in which Dtu ≡ ∂tu + u · ∇u and ∇ · u = 0. Here, p
is the reduced pressure, f the driving force of the flow,
ν the regular viscosity, and νodd is odd viscosity. The
matrix in Eq. (1) is not symmetric when νodd ̸= 0, mani-
festing the non-Hermitian character of odd viscosity. The
wavevector k is decomposed as k ≡ (k⊥ cos θ, k⊥ sin θ, k∥)
in the basis (e1⊥, e

2
⊥, e∥) in which the matrix in Eq. (1) is

expressed. Odd viscosity can be seen as a wavenumber-
dependent Coriolis force −νoddk2e∥ × u that is stronger
at large k ≡ |k|, as manifested in the dispersion relation
ωk = ±νoddk∥k of the odd waves it induces [36, 58, 59].
Conditions for wave turbulence—In order to as-
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 (b) non-Hermitian wave turbulence(a) rotating turbulence (c) strong turbulence

FIG. 1. Wave turbulence in rotating fluids (a) and in fluids with odd viscosity (b). The top row depicts the anisotropic energy
spectra E(k⊥, k∥), while the bottom row depicts the time scale ratio χ ≡ τlin/τNL for some k∥ > 0. The dashed line in the
bottom panel denotes the critical value χ ≈ O(1) below which wave turbulence is expected. For rotating wave turbulence (a),
the dynamics gradually becomes less weak and ultimately recovers strong turbulence and isotropization at small scales beyond
the Zeman wavenumber kΩ [6, 55–57]. By contrast, in odd turbulence, in the range k > kin > kodd (b), weak wave turbulence
is sustained all the way down to the smallest active scales, while strong turbulence is only obtained if energy is injected at large
scales kin < kodd (c).

sess whether wave turbulence may arise, we com-
pare the time scale of non-linear interactions τNL with
the period of the linear waves τlin. Here, we esti-
mate τNL as the eddy turnover time, which can be
expressed in terms of the kinetic energy spectrum
E(k⊥, k∥) as τNL ∼ 1/(k

√
E(k⊥, k∥)k⊥k∥), while the pe-

riod τlin ∼ 1/ωk of the waves is given by their dispersion
relation. The ratio of these timescales is

χ ≡ τlin
τNL

=

√
E(k⊥, k∥)k⊥k∥
νoddk∥

. (2)

While regular, eddy-dominated, strong turbulence is typ-
ically obtained when χ ≥ O(1), wave or weak turbulence
can emerge when χ≪ O(1).

The phenomenology of turbulence that is encoun-
tered then depends on the scale at which energy is
injected. When energy is injected at large scales

kin < kodd ≡ ε1/4ν
−3/4
odd where ε is the turbulent energy

injection rate [58], we encounter Kolmogorov-like tur-
bulence in the range k < kodd where waves are slow
(χ > O(1)). When the crossover scale kodd is passed,
by construction, the eddy timescale and wave timescale
become of the same order and we enter a state which in
wave turbulence is known as critical balance [6, 57, 62–
65] in the range k > kodd where χ ∼ O(1), see Fig. 1c.
In this range, earlier work has revealed energy accumu-
lation leading to pattern formation and spectral scaling
E(k) ∼ k−1 [58, 59].

On the other hand, when injecting energy at smaller
scales kin > kodd, an inverse cascade of kinetic energy is

known to emerge in the 2D manifold (with k∥ = 0) in the
range k < kin as detailed in Ref. [58]. However, only a
part of the kinetic energy is cascaded upscale through the
2D manifold. A remaining part of the energy flux is still
cascaded forward to the range k > kin (a property also
observed in inertial wave turbulence [66]). This range
has not been studied in detail in earlier works. As we will
show, this is precisely the range where the dynamics is
slow enough so that χ ≪ O(1) for all modes, indicating
that we may encounter wave turbulence in this regime
in the 3D manifold (with k∥ > 0). To enter these flow
conditions, we therefore need to force the flow at scales
kin > kodd and then focus on the range k > kin (blue
region in Fig. 1b, see also Fig. 5 in the End Matter).

Kinetic equation—We now use the methods of wave
turbulence to derive the kinetic equation for the en-
ergy spectrum, from which physical properties (e.g. sta-
tionary spectra, cascade direction) can be obtained [1–
4, 6, 67–69]. The main idea is to take the wave amplitude
as a small parameter in a multiple time scales method.
The derivation is outlined below while key technical steps
are provided in the End Matter and detailed in the SM.

We first perform a modal expansion of the Navier-
Stokes equation to put it in the symbolic form

i
∂Ask

k

∂t
= skωkA

sk
k +M

skspsq
kpq Asp

p A
sq
q , (3)

in which summation over sp and sq and integration over p
and q are implied (see SM for full expression). Here, Ask

k

represents a mode with polarity sk = ±1 and wavenum-
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ber k, and M
skspsq
kpq are nonlinear mode coupling coef-

ficients. A similar equation would describe any set of
waves interacting with quadratic nonlinearities includ-
ing mode coupling theories of spatially extended quan-
tum systems or optical cavities. More precisely, Ask

k =

kψ̂k − skk
2ϕ̂k is defined from the Fourier components of

the decomposition u = ∇× (ψe∥) +∇× (∇× (ϕe∥)) of
the velocity field into toroidal (ψ) and poloidal (ϕ) scalar
fields (X̂k denotes the Fourier transform of a field X).
We can show that |A+

k |2 + |A−
k |2 = 2|ûk|2.

Introducing the interaction representation for weak
amplitude waves (0 < ϵ ≪ 1) Ask

k = ϵaskk e
−iskωkt, we

find the wave amplitude equation

∂askk
∂t

= ϵL
skspsq
kpq aspp a

sq
q e

iΩk,pqtδk,p+q, (4)

in which summation over sp and sq and integration over p
and q are implied, where Ωk,p+q ≡ skωk − spωp − sqωq,
and where L

skspsq
kpq is an interaction coefficient given in the

End Matter. Therefore, the long-time statistical behav-
ior is governed by the resonance condition for three-wave
interactions, skωk + spωp + sqωq = 0 and k+ p+ q = 0.
These relationships can be written as follows

sqq − spp

k∥
=
skk − sqq

p∥
=
spp− skk

q∥
. (5)

For local interactions, k ≃ p ≃ q, we obtain (sq−sp)/k∥ ≃
(sk − sq)/p∥ ≃ (sp − sk)/q∥, which means that the asso-
ciated cascade is necessarily anisotropic with a negligible
cascade along the parallel direction. This situation is
reminiscent of inertial wave turbulence [70, 71] and ki-
netic Alfvén wave turbulence [72] where the waves are
also helical. In the following, we take advantage of this
property and consider the anisotropic limit k⊥ ≫ k∥.

Assuming statistically homogeneous and anisotropic
turbulence [73], one can use a multiple time scale method
to derive a kinetic equation of the form

∂tE(k⊥, k∥) = −∂k⊥Π⊥ − ∂k∥Π∥, (6)

describing the evolution of the energy spectrum
E(k⊥, k∥), which is related to the amplitudes in Eq. (4)

through E(k)δ(k + k′) = ⟨a+k a+k′⟩ + ⟨a−k a−k′⟩ in the ab-
sence of kinetic helicity, where ⟨.⟩ is an ensemble aver-
age. The quantities Π⊥ and Π∥ represent the energy
fluxes in the perpendicular and parallel direction and an
explicit version of Eq. (6) is given in the End Matter.
Assuming axisymmetric turbulence, the 2D spectrum

E(k⊥, k∥) = 2πk⊥E(k) scales as k
−3/2
⊥ k

−1/2
∥ , which cor-

responds to the Kolmogorov-Zakharov (KZ) spectrum.
This is an exact solution of the kinetic equation when
odd wave turbulence is stationary. The energy flux can
be shown to be positive, and thus the associated cascade
is direct (End Matter).

Phenomenology—The KZ spectrum derived in the
previous paragraph can be recovered with simple phe-
nomenological arguments. Wave turbulence can be ex-
pected when χ ≪ 1, see Eq. (2). As explained above,
wave turbulence develops through resonant triadic wave
interactions. This happens with a transfer time much
longer than the wave period by a factor χ−2 ∼ ϵ−2 [3].
This leads to the wave interaction transfer time [74, 75]

τtr ∼
τ2NL

τlin
∼ νodd
kk⊥E(k⊥, k∥)

. (7)

We can then use a Kolmogorov-type argument and as-
sume that in the wave turbulent regime, the energy in
each wavenumber shell E(k⊥, k∥)k⊥k∥ is transported on
a timescale τtr at a constant energy transfer rate

ε ∼ E(k⊥, k∥)k⊥k∥
τtr

. (8)

Then using Eq. (7) and with k ∼ k⊥ (assuming k∥ ≪ k⊥),
we can retrieve the energy spectrum as

E(k⊥, k∥) ∼
√
ενoddk

−3/2
⊥ k

−1/2
∥ . (9)

This prediction leads to the timescale ratio

χ ∼
(

ε

k⊥k3∥ν
3
odd

)1/4

. (10)
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FIG. 2. The timescale ratio χ ≡ τlin/τNL that compares the
timescales of odd waves and eddy turbulence for the cases
of strong turbulence (a) and weak turbulence (b). Different
lines represent different k∥. The weak wave turbulence regime
is found to be entered when all modes go below χ < O(1)
(dashed line).
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FIG. 3. Space-time energy spectra F (ω, k⊥, k∥) for the case of strong (a-c) and weak wave turbulence (d-f), and for different
k∥ of 2 (a,d), 6 (b,e) and 14 (c,f). Yellow dashed lines indicate the dispersion relation of the odd waves ωk = ±νoddk∥k. Green

dotted lines in (a-c) indicate the corresponding eddy turnover frequency ω ∼ k
√

kE(k) ∼ k [58], which captures the envelope of
the space-time spectra for strong turbulence. Spectra are normalized by their corresponding integral over the frequency space
for each k⊥, k∥.

As a result, the larger k⊥, the weaker the cascade. We
point out that this is in contrast with rotating (inertial
wave) turbulence, where strong turbulence is always re-
covered at the smallest scales [70, 76]. For this non-
Hermitian wave turbulence, instead, the turbulence re-
mains weak down to the smallest scales, see Fig. 1.

Numerical simulations—We numerically solve the 3D
Navier-Stokes Eqs. (1) with odd viscosity through direct
numerical simulation (DNS) in a periodic box using a
pseudo-spectral code (see also Ref. [58]). The system
is forced using a Gaussian noise f(k, t) that is delta-
correlated in time and is applied in a narrow band of
wavenumbers around kin = 5, restricted to the 3D man-
ifold. We thus force exactly those wavenumbers with
simultaneously kin ≤ |k| < kin + 1 and k∥ ̸= 0. To maxi-
mize the size of the inertial range, the viscosity term is re-
placed by a hyperviscosity term of the form να∆

αu. We
also introduce a hypoviscous term of the form νh∆

−αhu
to dissipate the inverse flux that develops in the 2D man-
ifold at low wavenumbers. The input parameters used in
the simulations are provided in Tab. I (End Matter).

Numerical results—In order to diagnose whether we
have entered the conditions that permit wave turbulence,
we assess the timescale ratio χ in Eq. (2) for all modes
in our DNS (Fig. 2). It can be seen that indeed, while
for the strong turbulence run in Fig. 2(a), modes tend
to remain around χ ≈ 1, the weak turbulence run in

Fig. 2(b) has χ ≪ 1 for all modes. There, the slowest
mode has χ ≈ 0.1, which is in the range where wave
turbulence is usually observed in wave-dominated flow
systems [72, 77].

To confirm that we have indeed entered the regime
of non-Hermitian wave turbulence, it is crucial to check
the spatio-temporal energy spectra [72, 78–84]. To
that extent, we compute the temporal Fourier trans-
form Ft{...} of time series of selected spatial Fourier
modes û(k⊥, k∥, t), yielding the spatio-temporal spec-

trum F (ω, k⊥, k∥) ≡ 1
2 |Ft{û(k⊥, k∥, t)}|2. The results

are provided in Fig. 3. For strong turbulence, this indeed
shows a broad range of active modes, its envelope being
well captured by the scaling of the eddy turnover fre-
quency ω ∼ k

√
kE(k) ∼ k [58]. For weak turbulence, on

the other hand, the kinetic energy in the inertial range is
very strongly concentrated around the dispersion relation
for odd waves ωodd = νoddk∥k throughout the inertial
range. This is a clear signature that the weak turbulence
regime is indeed attained in this case.

The temporally averaged anisotropic kinetic energy
spectra is shown in Fig. 4. In the case of strong tur-
bulence, the assumption of critical balance discussed
earlier predicts an anisotropic spectrum that scales as

E(k⊥, k∥) ∼ k
−5/3
⊥ k−1

∥ [6, 57, 62–65]. Indeed, we observe

that χ ≈ O(1) in the range k > kodd (Fig. 2a) and re-
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FIG. 4. The anistropic kinetic energy spectra E(k⊥, k∥) for strong (a) and weak wave turbulence (b) of the first three k∥ modes.
Insets show the spectra compensated by their respective scaling predictions. The shaded area depicts the forcing range. For
the corresponding isotropic energy spectra, see SM.

trieve the hypothesized critical balance spectral scaling

of E ∼ k
−5/3
⊥ (Fig. 4a). In the weak turbulence case, we

find that we are in close agreement with the odd wave

turbulence prediction in Eq. (9) that predicts E ∼ k
−3/2
⊥

(Fig. 4b), although the inertial range is limited (recall
that the theoretical prediction of weak turbulence is only
valid for k⊥ ≫ k∥). Finally, we confirm that the spectra
are compatible with a direct cascade in the perpendicu-
lar direction. We could not test numerically the scaling
prediction for the parallel direction as the inertial range
in the parallel direction is too narrow, owing to its very
small flux.

Outlook—To sum up, we have illustrated the appli-
cation of wave turbulence to incompressible odd fluids.
This work paves the way to applications in other non-
Hermitian systems such as open quantum systems [7, 12,
18, 24, 85–89], overdamped elasticity with odd elastic
moduli [37], which could be compared with elastic wave
turbulence in active plates [90, 91] and polymers solu-
tions [92–94].

Acknowledgments—This work is supported by the
Netherlands Organization for Scientific Research (NWO)
through the use of supercomputer facilities (Snellius) un-
der Grant No. 2023.026. This publication is part of the
project “Shaping turbulence with smart particles” with
Project No. OCENW.GROOT.2019.031 of the research
program Open Competitie ENW XL which is (partly)
financed by the Dutch Research Council (NWO). SG is
supported by the Simons Foundation (Grant No. 651461,
PPC). M.F., and V.V acknowledge support from the
France Chicago center through a FACCTS grant. V.V.
acknowledges support from the Army Research Office un-
der grant nos. W911NF-22-2-0109 and W911NF-23-1-
0212, from the National Science Foundation under grant
no. DMR-2118415, through the Center for Living Sys-

tems (grant no. 2317138) and the National Institute for
Theory and Mathematics in Biology (NITMB), from the
UChicago Materials Research Science and Engineering
Center (NSF DMR-2011864) and from the Theory in Bi-
ology program of the Chan Zuckerberg Initiative. SG
acknowledges V. David for useful discussions.

∗ vitelli@uchicago.edu
[1] V. Zakharov, V. L’Vov, and G. Falkovich, Kolmogorov

spectra of turbulence I: Wave turbulence (Springer Series
in Nonlinear Dynamics, Berlin: Springer, 1992, 1992).

[2] S. Nazarenko, Wave Turbulence, Lecture Notes in
Physics, Vol. 825 (Berlin Springer Verlag, 2011).

[3] S. Galtier, Physics of Wave Turbulence (Cambridge
University Press, 2023).

[4] A. C. Newell and B. Rumpf, Annu. Rev. Fluid Mech.
43, 59–78 (2011).

[5] S. Galtier and S. Nazarenko, Phys. Rev. Lett. 119,
221101 (2017).

[6] Y. Zhou, Phys. Rep. 935, 1–117 (2021).
[7] N. Hatano and D. R. Nelson, Phys. Rev. Lett. 77,

570–573 (1996).
[8] N. Hatano and D. R. Nelson, Phys. Rev. B 56,

8651–8673 (1997).
[9] C. M. Bender and S. Boettcher, Phys. Rev. Lett. 80,

5243 (1998).
[10] C. M. Bender, Rep. Prog. Phys. 70, 947–1018 (2007).
[11] D. R. Nelson and N. M. Shnerb, Phys. Rev. E 58,

1383–1403 (1998).
[12] A. Clerk, SciPost Phys. Lect. Notes , 44 (2022).
[13] M.-A. Miri and A. Alù, Science 363, eaar7709 (2019).
[14] M. G. Silveirinha, Phys. Rev. B 99, 125155 (2019).
[15] C. Scheibner, W. T. M. Irvine, and V. Vitelli, Phys.

Rev. Lett. 125, 118001 (2020).
[16] C. Scheibner, A. Souslov, D. Banerjee, P. Surówka,

W. T. M. Irvine, and V. Vitelli, Nat. Phys. 16, 475–480
(2020).



6

[17] A. Ghatak, M. Brandenbourger, J. van Wezel, and
C. Coulais, Proc. Natl. Acad. Sci. U.S.A. 117,
29561–29568 (2020).

[18] Y. Ashida, Z. Gong, and M. Ueda, Adv. Phys. 69,
249–435 (2020).

[19] Z. Zhang, L. Xu, T. Qu, M. Lei, Z.-K. Lin, X. Ouyang,
J.-H. Jiang, and J. Huang, Nat. Rev. Phys. 5, 218–235
(2023).

[20] C. Wang, Z. Fu, W. Mao, J. Qie, A. D. Stone, and
L. Yang, Adv. Opt. Photonics 15, 442 (2023).

[21] R. El-Ganainy, M. Khajavikhan, D. N. Christodoulides,
and S. K. Ozdemir, Commun. phys. 2, 37 (2019).

[22] R. El-Ganainy, K. G. Makris, M. Khajavikhan, Z. H.
Musslimani, S. Rotter, and D. N. Christodoulides, Nat.
Phys. 14, 11–19 (2018).

[23] E. J. Bergholtz, J. C. Budich, and F. K. Kunst, Rev.
Mod. Phys. 93, 015005 (2021).

[24] Y.-X. Wang and A. A. Clerk, Phys. Rev. A 99, 063834
(2019).

[25] A. Li, H. Wei, M. Cotrufo, W. Chen, S. Mann, X. Ni,
B. Xu, J. Chen, J. Wang, S. Fan, C.-W. Qiu, A. Alù,
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7

Phys. Rev. X 8, 031066 (2018).
[78] P. Cobelli, P. Petitjeans, A. Maurel, V. Pagneux, and

N. Mordant, Phys. Rev. Lett. 103, 204301 (2009).
[79] E. Yarom and E. Sharon, Nat. Phys. 10, 510 (2014).
[80] T. Le Reun, B. Favier, and M. Le Bars, Europhys. Lett.

132, 64002 (2020).
[81] S. Galtier and S. Nazarenko, Phys. Rev. Lett. 127,

131101 (2021).
[82] E. Falcon and N. Mordant, Ann. Rev. Fluid Mech. 54,

1 (2022).
[83] A. Griffin, G. Krstulovic, V. L’vov, and S. Nazarenko,

Phys. Rev. Lett. 128, 224501 (2022).
[84] E. A. Kochurin and E. A. Kuznetsov, Phys. Rev. Lett.

133, 207201 (2024).
[85] J.-Y. Chen, D. T. Son, M. A. Stephanov, H.-U. Yee, and

Y. Yin, Phys. Rev. Lett. 113, 182302 (2014).
[86] J.-Y. Chen, D. T. Son, and M. A. Stephanov, Phys. Rev.

Lett. 115, 021601 (2015).
[87] X.-G. Huang, Rep. Prog. Phys. 79, 076302 (2016).
[88] S. Sayyad, J. D. Hannukainen, and A. G. Grushin, Phys.

Rev. Res. 4, l042004 (2022).
[89] W. Nie, T. Shi, Y.-x. Liu, and F. Nori, Phys. Rev. Lett.

131, 103602 (2023).
[90] M. Fossati, C. Scheibner, M. Fruchart, and V. Vitelli,

Phys. Rev. E 109, 024608 (2024).
[91] G. Salbreux and F. Jülicher, Phys. Rev. E 96, 032404

(2017).
[92] S. Chibbaro and C. Josserand, Phys. Rev. E 94, 011101

(2016).
[93] A. Varshney and V. Steinberg, Nat. Commun. 10, 652

(2019).
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TABLE I. Input parameters used for the simulations in this work. Provided are the box size L of the simulation
cube, the forcing wavenumber kin, the kinetic energy injection rate ϵ, the odd viscosity νodd, the corresponding
odd wavenumber kodd, the hypoviscosity νh with power αh, the hyperviscosity να with power α, the integration
timestep dt and spatial resolution Nx ×Ny ×Nz.

L kin ϵ νodd kodd νh αh να α dt Nx ×Ny ×Nz

Strong turbulence 2π 5 0.11 0.015 13.4 0 N/A 1.5× 10−14 3 2× 10−5 1024× 1024× 256
Weak turbulence 2π 5 0.11 2.0 0.34 0.2 2 4.0× 10−15 3 5× 10−6 1024× 1024× 128

Theory of weak wave turbulence

The wave turbulence theory is mainly composed of
three steps (see SM for detailed derivations). The first
key step is the derivation of the wave amplitude equa-
tion (4), where the interacting coefficient reads (in the
anisotropic limit, ie. k⊥ ≫ k∥)

L
sspsq
kpq ≡ e∥ · (p⊥ × q⊥)

8k⊥p⊥q⊥
(spp⊥−sqq⊥)(sk⊥+spp⊥+sqq⊥).

The wave amplitude equation describes the slow evolu-
tion of odd waves of weak amplitude. We note that the

(quadratic) nonlinear coupling vanishes when the wave
vectors p⊥ and q⊥ are collinear, or when the wave num-
bers p⊥ and q⊥ are equal if their associated directional
polarities, sp, sq respectively, are also equal. Interest-
ingly, these properties are also found for inertial wave
turbulence [70, 95], and more generally for helical waves
[96–100].
The second key step is the derivation of the kinetic

equation. This describes the long-time statistical behav-
ior of the dynamics, which is governed by the resonance
conditions (5) for three-wave interactions. Assuming sta-
tistically homogeneous and anisotropic turbulence, and
the absence of kinetic helicity, the use of the multiple
time scale technique leads to

∂Ek

∂t
=

ϵ2k∥
128νodd

∑

sspsq

∫

∆⊥

(
sin θk
k⊥

)
1

k⊥p⊥q⊥

(
spp⊥ − sqq⊥

k∥

)2

(sk⊥ + spp⊥ + sqq⊥)
2 (11)

× [ωkEpEq + ωpEkEq + ωqEkEp] δ(Ωkpq)δ(k∥ + p∥ + q∥)dp⊥dq⊥dp∥dq∥,

with Ek ≡ E(k⊥, k∥), θk the angle opposite to k⊥ in the triangle k⊥ + p⊥ + q⊥ = 0, and ∆⊥ an integration do-
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main limited to the resonance conditions. The density
spectrum is defined as es(k)δ(k + k′) ≡ ⟨askask′⟩, where
⟨⟩ is an ensemble average. In the absence of kinetic he-
licity, e+ = e− ≡ e and the energy spectrum becomes
E(k) = 2e(k). Expression (11) is the kinetic equation
for odd wave turbulence. It is an asymptotically exact
equation that does not describe the slow mode (k∥ = 0),
which implies strong turbulence.

The third key step is the derivation of physical prop-
erties, the most important of which is the KZ spec-
trum. This exact solution is obtained by introducing
Ek = Akn⊥k

m
∥ into expression (11). Using the Zakharov

transformation [3] and assuming stationarity, we find
n = −3/2 and m = −1/2. The cascade direction can
be obtained by analyzing the sign of the energy flux.
Neglecting the flux in the parallel direction, we obtain
∂Ek/∂t = −∂Π⊥(k⊥, k∥)/∂k⊥. Using the kinetic equa-

tion, we find ΠKZ
⊥ = ϵ2A2

384νodd

1
k∥
I⊥, with

I⊥ ≡
∑

sspsq

∫

∆⊥

sin θk (sq q̃⊥ − spp̃⊥)
2
(s+ spp̃⊥ + sq q̃⊥)

2

×p̃−5/2
⊥ q̃

−5/2
⊥ p̃

−1/2
∥ q̃

−1/2
∥ (p̃∥ ln p̃⊥ + q̃∥ ln q̃⊥)

×
(
1 + p̃

5/2
⊥ p̃

3/2
∥ + q̃

5/2
⊥ q̃

3/2
∥

)
δ
(
s+ spp̃⊥p̃∥ + sq q̃⊥q̃∥

)

×δ
(
1 + p̃∥ + q̃∥

)
dp̃⊥dq̃⊥dp̃∥dq̃∥, (12)

and with p̃i ≡ pi/ki and q̃i ≡ qi/ki (i =⊥, ∥). A numer-
ical evaluation of the sign of I⊥ shows that the perpen-
dicular energy flux is positive, so this energy cascade is
direct.

2D inverse flux

3D forward flux

FIG. 5. Sketch of the dominant fluxes in the (k⊥, k∥) space
for the weak turbulence case (see Fig 1b). Wave turbulence
gives rise to the 3D forward flux depicted here. The region
k⊥ ≫ k∥ where the KZ-spectrum is derived is dashed in blue.



Supplemental Material:
Non-Hermitian wave turbulence

THEORETICAL RESULTS

Wave amplitude equation

The Navier-Stokes equations with odd viscosity νodd can be written

∂u

∂t
+ (u ·∇)u = −∇p+ ν∆u+ νodde∥ ×∆u, (S1)

where u is a solenoidal velocity (∇ ·u = 0), p the reduced pressure and ν the classical viscosity. A parallel (∥) direction
appears in the odd viscous term that will be taken along the z-direction. It is convenient to rewrite this system for the
vorticity field; we obtain

∂w

∂t
+ νodd(e∥ ·∇)∆u = (w ·∇)u− (u ·∇)w + ν∆w. (S2)

Hereafter, we will neglect the term proportional to the viscosity ν.

Canonical variables

We introduce the toroidal (ψ) and poloidal (ϕ) scalar fields in the following manner

u = ∇× (ψe∥) +∇× (∇× (ϕe∥)), (S3)

whose Fourier transform writes

ûk = iψ̂kk × e∥ − ϕ̂kk × (k × e∥) = iψ̂kk × e∥ + ϕ̂k(k
2e∥ − k∥k), (S4)

from which we deduce the vorticity vector (|k| = k)

ŵk = ψ̂k(k
2e∥ − k∥k) + ik2ϕ̂kk × e∥. (S5)

It is straightforward to show in Fourier space that the linear contribution of equation (S2) leads, after projection, to

∂ψ̂k

∂t
= iνoddk∥k

2ϕ̂k, (S6a)

∂ϕ̂k
∂t

= iνoddk∥ψ̂k. (S6b)

The linear solutions are (helical) odd waves with the angular frequency (∂2t = −ω2
k can be used)

ω2
k = ν2oddk

2
∥k

2. (S7)

From this property, we introduce the canonical variables

As
k ≡ As(k) = kψ̂k − sk2ϕ̂k, (S8)

with s = ± the directional polarity. With such a choice of canonical variables, we have

|A+
k |2 + |A−

k |2 = 2|ûk|2 (S9)

and at the linear level

∂As
k

∂t
+ isωkA

s
k = 0. (S10)
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Resonance condition

The resonance condition for three-wave interactions can be written [1]

sωk + spωp + sqωq = 0, (S11a)
k + p+ q = 0. (S11b)

In the case of odd waves, these relations are equivalent to the conditions

sqq − spp

k∥
=
sk − sqq

p∥
=
spp− sk

q∥
. (S12)

Assuming that the system is initially excited at large scale in a narrow isotropic domain in Fourier space, a situation
often considered in DNS, the dynamics will initially be dominated by local interactions such that k ≃ p ≃ q. As the
locality of the interactions is a property of turbulence that is generally verified, we can extend its use beyond the initial
instant and we obtain

sq − sp
k∥

≃ s− sq
p∥

≃ sp − s

q∥
. (S13)

From this expression, we can show that the associated cascade is necessarily anisotropic. Indeed, if k∥ is non-zero, the
left-hand term will only give a non-negligible contribution when sp = −sq. The immediate consequence is that either
the middle or the right-hand term has its numerator which cancels (to leading order), which implies that the associated
denominator must also cancel (to leading order) to satisfy the equality: for example, if s = sp then q∥ ≃ 0. This
condition means that the transfer in the parallel direction is negligible: indeed, the integration of the wave amplitude
equation in the parallel direction (see below) is then reduced to a few modes (since p∥ ≃ k∥) which strongly limits the
transfer between parallel modes. The cascade in the parallel direction is thus possible but relatively weak compared
to that in the perpendicular direction. In the following, we will take advantage of this property and consider the
anisotropic limit k⊥ ≫ k∥ to simplify the derivation. Note that once turbulence is anisotropic, we can still use the
locality condition with k ∼ k⊥; we then obtain k⊥ ∼ p⊥ ∼ q⊥, whereas the parallel wavenumbers are limited to a
narrow domain.

Wave amplitude equation

In the derivation of the wave amplitude equation, we will consider a continuous medium which can lead to mathemat-
ical difficulties connected with infinite dimensional phase spaces. For this reason, it is preferable to assume a variable
spatially periodic over a box of finite size L. However, in the derivation of the kinetic equation, the limit L → +∞
is finally taken (before the long time limit). As both approaches lead to the same kinetic equation, for simplicity,
we anticipate this result and follow the original approach of Benney and Saffman [2]. Note that the anisotropic limit
(k⊥ ≫ k∥) will also be taken before the (asymptotic) long time limit.

The first non-linear term of equation (S2) writes

̂(w ·∇)uk = i

∫
(ŵp · q)ûqδk,pqdpdq

= i

∫ [
iϕ̂pϕ̂qp

2
(
q · (p× e∥)

)
(q2e∥ − q∥q)− ϕ̂pψ̂qp

2
(
q · (p× e∥)

)
(q × e∥)

− ψ̂pϕ̂q
(
p∥p · q − p2q∥

)
(q2e∥ − q∥q)− iψ̂pψ̂q

(
p∥p · q − p2q∥

)
(q × e∥)

]

× δk,pqdpdq, (S14)

with δk,pq ≡ δ(k − p− q). In the anisotropic limit (k⊥ ≫ k∥), a first simplification arises

̂(w ·∇)uk = i

∫ [
iϕ̂pϕ̂qp

2
⊥q

2
⊥
(
e∥ · (q⊥ × p⊥)

)
e∥ − ϕ̂pψ̂qp

2
⊥
(
e∥ · (q⊥ × p⊥)

)
(q⊥ × e∥)

− ψ̂pϕ̂qq
2
⊥
(
p∥p⊥ · q⊥ − p2⊥q∥

)
e∥ − iψ̂pψ̂q

(
p∥p⊥ · q⊥ − p2⊥q∥

)
(q⊥ × e∥)

]

× δk,pqdpdq. (S15)
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The second non-linear term of equation (S2) reads

̂(u ·∇)wk = i

∫
(ûp · q)ŵqδk,pqdpdq

= i

∫ [
iϕ̂pϕ̂q

(
p2q∥ − p∥p · q

)
q2(q × e∥) + ϕ̂pψ̂q

(
p2q∥ − p∥p · q

)
(q2e∥ − q∥q)

− ψ̂pϕ̂q
(
q · (p× e∥)

)
q2(q × e∥) + iψ̂pψ̂q

(
q · (p× e∥)

)
(q2e∥ − q∥q)

]

× δk,pqdpdq, (S16)

which simplifies in the anisotropic limit to

̂(u ·∇)wk = i

∫
q2⊥
[
iϕ̂pϕ̂q

(
p2⊥q∥ − p∥p⊥ · q⊥

)
(q⊥ × e∥) + ϕ̂pψ̂q

(
p2⊥q∥ − p∥p⊥ · q⊥

)
e∥

− ψ̂pϕ̂q
(
e∥ · (q⊥ × p⊥)

)
(q⊥ × e∥) + iψ̂pψ̂q

(
e∥ · (q⊥ × p⊥)

)
e∥
]

× δk,pqdpdq. (S17)

The addition of these two non-linear contributions leads to the simplified expression

N̂L(k) = ̂(w ·∇)uk − ̂(u ·∇)wk

=

∫
ϕ̂pϕ̂qp

2
⊥q

2
⊥
(
e∥ · (p⊥ × q⊥)

)
e∥δk,pqdpdq

+ i

∫
ϕ̂pψ̂qp

2
⊥
(
e∥ · (p⊥ × q⊥)

)
(q⊥ × e∥)δk,pqdpdq

− i

∫
ψ̂pϕ̂qq

2
⊥
(
e∥ · (p⊥ × q⊥)

)
(q⊥ × e∥)δk,pqdpdq

−
∫
ψ̂pψ̂qq

2
⊥
(
e∥ · (p⊥ × q⊥)

)
e∥δk,pqdpdq. (S18)

The introduction of the canonical variables

ψ̂k =
1

2k⊥

∑

s

As
k, (S19a)

ϕ̂k = − 1

2k2⊥

∑

s

sAs
k, (S19b)

gives

N̂L(k) =
1

4

∑

spsq

∫
spsqA

sp
p A

sq
q

(
e∥ · (p⊥ × q⊥)

)
e∥δk,pqdpdq

− i

4

∑

spsq

∫
Asp

p A
sq
q

sp
q⊥

(
e∥ · (p⊥ × q⊥)

)
(q⊥ × e∥)δk,pqdpdq

+
i

4

∑

spsq

∫
Asp

p A
sq
q

sq
p⊥

(
e∥ · (p⊥ × q⊥)

)
(q⊥ × e∥)δk,pqdpdq

− 1

4

∑

spsq

∫
Asp

p A
sq
q

q⊥
p⊥

(
e∥ · (p⊥ × q⊥)

)
e∥δk,pqdpdq. (S20)

The dummy variables p, q and sp, sq, can be exchanged to symmetrize the equation; we find

N̂L(k) =
1

8

∑

spsq

∫
Asp

p A
sq
q

e∥ · (p⊥ × q⊥)

p⊥q⊥
(p2⊥ − q2⊥)e∥δk,pqdpdq (S21)

+
i

8

∑

spsq

∫
Asp

p A
sq
q

e∥ · (p⊥ × q⊥)

p⊥q⊥
(sqq⊥ − spp⊥) (k⊥ × e∥)δk,pqdpdq.
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Coming back to the wave amplitude equation, we can write in the anisotropic limit
(
∂ψ̂k

∂t
− iνoddk∥k

2
⊥ϕ̂k

)
k2⊥e∥ +

(
i
∂ϕ̂k
∂t

+ νoddk∥ψ̂k

)
k2⊥k⊥ × e∥ = N̂L(k), (S22)

therefore, after projection and use of the dispersion relation, we obtain

∂ψ̂k

∂t
− iωkk⊥ϕ̂k =

∑

spsq

∫
Asp

p A
sq
q

e∥ · (p⊥ × q⊥)

8k2⊥p⊥q⊥
(p2⊥ − q2⊥)δk,pqdpdq, (S23a)

∂ϕ̂k
∂t

− iωk
ψ̂k

k⊥
=
∑

spsq

∫
Asp

p A
sq
q

e∥ · (p⊥ × q⊥)

8k2⊥p⊥q⊥
(sqq⊥ − spp⊥) δk,pqdpdq. (S23b)

With the introduction of the canonical variables (S8), the weighted addition of the previous expressions gives

∂As
k

∂t
+ isωkA

s
k =

∑

spsq

∫
e∥ · (p⊥ × q⊥)

8k⊥p⊥q⊥

(
p2⊥ − q2⊥ − sk⊥ (sqq⊥ − spp⊥)

)

×Asp
p A

sq
q δk,pqdpdq. (S24)

Remaking that

p2⊥ − q2⊥ = (spp⊥ − sqq⊥)(spp⊥ + sqq⊥), (S25)

we can rearrange the expression in the following manner

∂As
k

∂t
+ isωkA

s
k =

∑

spsq

∫
e∥ · (p⊥ × q⊥)

8k⊥p⊥q⊥
(spp⊥ − sqq⊥)(sk⊥ + spp⊥ + sqq⊥)

×Asp
p A

sq
q δk,pqdpdq. (S26)

We introduce the interaction representation for waves of weak amplitude (0 < ϵ≪ 1)

As
k = ϵaske

−isωkt, (S27)

and get eventually the wave amplitude equation after a few last manipulations

∂ask
∂t

= ϵ
∑

spsq

∫
L
sspsq
kpq aspp a

sq
q e

iΩk,pqtδk,pqdpdq, (S28)

with Ωk,pq ≡ sωk − spωp − sqωq and

L
sspsq
kpq ≡ e∥ · (p⊥ × q⊥)

8k⊥p⊥q⊥
(spp⊥ − sqq⊥)(sk⊥ + spp⊥ + sqq⊥). (S29)

Expression (S29) satisfies the following properties (relation (S12) is used)

L
sspsq
0pq = 0, (S30a)

L
ssqsp
kqp = L

sspsq
kpq , (S30b)

L
spssq
pkq =

p∥
k∥
L
sspsq
kpq , (S30c)

L
−s−sp−sq
kpq = L

sspsq
kpq , (S30d)

L
sspsq
−k−p−q = L

sspsq
kpq . (S30e)

The wave amplitude equation (S28) governs the slow evolution of odd waves of weak amplitude in the anisotropic limit.
It is a quadratic non-linear equation which corresponds to the interactions between waves propagating along p and q,
in the positive (sp, sq > 0) or negative (sp, sq < 0) direction. The symmetries listed above can be used to simplify
the derivation of the kinetic equation [3]. The wave amplitude equation tells us that the non-linear coupling between
the states associated with the wavevectors p⊥ and q⊥ vanishes when these wavevectors are collinear. Moreover, we
note that the non-linear coupling disappears when the wavenumbers p⊥ and q⊥ are equal if their associated directional
polarities, sp and sq, are also equal. These are general properties for helical waves [4–9].
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Kinetic equation and solutions

Kinetic equation

The derivation of the kinetic equation for odd wave turbulence is classical. The method based on a multiple time
scale was recently reviewed for inertial wave turbulence, a similar problem where waves are helical and turbulence
anisotropic [3]. Note that this technique was first proposed by Benney and Saffman [2] for three-wave interactions and
then extended to four-wave interactions [10] with an application to surface gravity waves.

Assuming a statistically homogeneous turbulence, we introduce the energy density spectrum eskδ(k + k′) ≡ ⟨askask′⟩,
with esk ≡ es(k). Then, the multiple time scale method leads to the following kinetic equation

∂esk
∂t

=
πϵ2k∥
16

∑

spsq

∫ (
sin θk
k⊥

)2(
spp⊥ − sqq⊥

k∥

)2

(sk⊥ + spp⊥ + sqq⊥)
2 (S31)

×
[
k∥e

sp
p e

sq
q + p∥e

s
ke

sq
q + q∥e

s
ke

sp
p

]
δ(Ωkpq)δkpqdpdq,

with θk the opposite angle to k⊥ in the triangle k⊥ + p⊥ + q⊥ = 0. Expression (S31) is the kinetic equation for odd
wave turbulence in the anisotropic limit (k∥ ≪ k⊥). Note that the kinetic equation for odd wave turbulence does not
describe the slow mode (k∥ = 0) which involves strong turbulence.

Conservation laws

The kinetic equation satisfies the conservation of energy and helicity. To prove this property, we introduce the energy
spectrum

E(k) = e+(k) + e−(k) =
∑

s

es(k) (S32)

and the helicity spectrum

H(k) = k⊥(e
+(k)− e−(k)) = k⊥

∑

s

ses(k). (S33)

For the energy, we find

∂
∫
E(k)dk

∂t
=
πϵ2

16

∑

sspsq

∫
k∥

(
sin θk
k⊥

)2(
spp⊥ − sqq⊥

k∥

)2

(S34)

× (sk⊥ + spp⊥ + sqq⊥)
2
[
k∥e

sp
p e

sq
q + p∥e

s
ke

sq
q + q∥e

s
ke

sp
p

]
δ(Ωkpq)δkpqdkdpdq.

After a circular permutation we obtain

∂
∫
E(k)dk

∂t
=
πϵ2

48

∑

sspsq

∫
(k∥ + p∥ + q∥)

(
sin θk
k⊥

)2(
spp⊥ − sqq⊥

k∥

)2

(S35)

× (sk⊥ + spp⊥ + sqq⊥)
2
[
k∥e

sp
p e

sq
q + p∥e

s
ke

sq
q + q∥e

s
ke

sp
p

]
δ(Ωkpq)δkpqdkdpdq,

which is null on the resonant manifold.
Likewise, for the helicity we find

∂
∫
H(k)dk

∂t
=
πϵ2

16

∑

sspsq

∫
sk∥k⊥

(
sin θk
k⊥

)2(
spp⊥ − sqq⊥

k∥

)2

(S36)

× (sk⊥ + spp⊥ + sqq⊥)
2
[
k∥e

sp
p e

sq
q + p∥e

s
ke

sq
q + q∥e

s
ke

sp
p

]
δ(Ωkpq)δkpqdkdpdq.

After a circular permutation we obtain

∂
∫
H(k)dk

∂t
=
πϵ2

48

∑

sspsq

∫
(sωk + spωp + sqωq)

(
sin θk
k⊥

)2(
spp⊥ − sqq⊥

k∥

)2

(S37)

× (sk⊥ + spp⊥ + sqq⊥)
2
[
k∥e

sp
p e

sq
q + p∥e

s
ke

sq
q + q∥e

s
ke

sp
p

]
δ(Ωkpq)δkpqdkdpdq,
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which is null on the resonant manifold. Therefore, energy and helicity are conserved by the kinetic equation. Note
that usually the conservation of energy is obtained using the dispersion relation while the conservation of the second
invariant is obtained using the wave vector relation. This is really an odd turbulence.

Kolmogorov-Zakharov spectrum

The derivation of the stationary solutions requires a long but classical calculation. First, we assume axisymmetry
and introduce the reduced spectrum

Es
k ≡ Es(k⊥, k∥) = 2πk⊥e

s(k). (S38)

We obtain the kinetic equation

∂Es
k

∂t
=

ϵ2k∥
32νodd

∑

spsq

∫

∆⊥

(
sin θk
k⊥

)
1

k⊥p⊥q⊥

(
spp⊥ − sqq⊥

k∥

)2

(sk⊥ + spp⊥ + sqq⊥)
2 (S39)

×
[
ωkE

sp
p Esq

q + ωpE
s
kE

sq
q + ωqE

s
kE

sp
p

]
δ(Ωkpq)δ(k∥ + p∥ + q∥)dp⊥dq⊥dp∥dq∥.

To simplify our analysis, we shall consider the case of zero-helicity. Then, we obtain

∂Ek

∂t
=

ϵ2k∥
128νodd

∑

sspsq

∫

∆⊥

(
sin θk
k⊥

)
1

k⊥p⊥q⊥

(
spp⊥ − sqq⊥

k∥

)2

(sk⊥ + spp⊥ + sqq⊥)
2 (S40)

× [ωkEpEq + ωpEkEq + ωqEkEp] δ(Ωkpq)δ(k∥ + p∥ + q∥)dp⊥dq⊥dp∥dq∥.

We introduce the adimensionalize wave numbers p̃i ≡ pi/ki and q̃i ≡ qi/ki with i =⊥, ∥. With a spectrum of the type
Ek = Akn⊥k

m
∥ , we finally obtain

∂Ek

∂t
=

ϵ2A2

128νodd
k2n+2
⊥ k2m∥

∑

sspsq

∫

∆⊥

sin θk
p̃⊥q̃⊥

(spp̃⊥ − sq q̃⊥)
2
(s+ spp̃⊥ + sq q̃⊥)

2 (S41)

×
[
p̃n⊥q̃

n
⊥p̃

m
∥ q̃

m
∥ + p̃⊥q̃

n
⊥p̃∥q̃

m
∥ + p̃n⊥q̃⊥p̃

m
∥ q̃∥

]

× δ(s+ spp̃⊥p̃∥ + sq q̃⊥q̃∥)δ(1 + p̃∥ + q̃∥)dp̃⊥dq̃⊥dp̃∥dq̃∥.

We apply the Kuznetsov-Zakharov transformation and find after some manipulations

∂Ek

∂t
=

ϵ2A2

384νodd
k2n+2
⊥ k2m∥

∑

sspsq

∫

∆⊥

sin θk (spp̃⊥ − sq q̃⊥)
2
(s+ spp̃⊥ + sq q̃⊥)

2 (S42)

× p̃n−1
⊥ q̃n−1

⊥ p̃m∥ q̃
m
∥

(
1 + p̃−3−2n

⊥ p̃−2m
∥ + q̃−3−2n

⊥ q̃−2m
∥

)(
1 + p̃1−n

⊥ p̃1−m
∥ + q̃1−n

⊥ q̃1−m
∥

)

× δ(s+ spp̃⊥p̃∥ + sq q̃⊥q̃∥)δ(1 + p̃∥ + q̃∥)dp̃⊥dq̃⊥dp̃∥dq̃∥.

Two stationary solutions emerge, namely

n = 1 and m = 0, (S43)

and

n = −3/2 and m = −1/2. (S44)

The first corresponds to the thermodynamic (zero-flux) solution, while the second is the Kolmogorov-Zakharov spectrum
for which the energy flux is finite.

Properties of odd wave turbulence

Cascade direction

We introduce the axisymmetric energy flux

∂tEk = −∂Π⊥(k⊥, k∥)

∂k⊥
− ∂Π∥(k⊥, k∥)

∂k∥
(S45)
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and from the kinetic equation (S42) we write

∂tEk =
ϵ2A2

384νodd
k2n+2
⊥ k2m∥ I(n,m), (S46)

where I(n,m) is the normalized collisional integral.
After integration, and taking the limit (n,m) → (−3/2,−1/2), the two components of the flux become constant and

equal to ΠKZ
⊥ and ΠKZ

∥ . Thanks to L’Hospital’s rule, we obtain

ΠKZ
⊥ = − ϵ2A2

384νodd

1

2k∥

∂I(n,−1/2)

∂n
|n=−3/2 ≡ ϵ2A2

384νodd

1

k∥
I⊥, (S47)

ΠKZ
∥ = − ϵ2A2

384νodd

1

2k⊥

∂I(−3/2,m)

∂m
|m=−1/2 ≡ ϵ2A2

384νodd

1

k⊥
I∥, (S48)

where
(
I⊥
I∥

)
≡

∑

sspsq

∫

∆⊥

sin θk (sq q̃⊥ − spp̃⊥)
2
(s+ spp̃⊥ + sq q̃⊥)

2 (S49)

p̃
−5/2
⊥ q̃

−5/2
⊥ p̃

−1/2
∥ q̃

−1/2
∥

(
p̃∥ ln p̃⊥ + q̃∥ ln q̃⊥
p̃∥ ln p̃∥ + q̃∥ ln q̃∥

)(
1 + p̃

5/2
⊥ p̃

3/2
∥ + q̃

5/2
⊥ q̃

3/2
∥

)

δ
(
s+ spp̃⊥p̃∥ + sq q̃⊥q̃∥

)
δ
(
1 + p̃∥ + q̃∥

)
dp̃⊥dq̃⊥dp̃∥dq̃∥.

With this notation, we find the simple relationship for the energy flux ratio

ΠKZ
∥

ΠKZ
⊥

=
k∥
k⊥

I∥
I⊥
, (S50)

which can be small if I∥ ∼ I⊥ since by assumption k⊥ ≫ k∥.

ISOTROPIC KINETIC ENERGY SPECTRA
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FIG. S1. The istropic kinetic energy spectra E(k) for strong (a) and weak turbulence (b) as treated in the main text. Inset in
(a) shows the spectrum compensated by its respective scaling prediction E(k) ∼ k−1 as suggested in Ref. [11]. For the weak
turbulence in (b), no scaling prediction exists for the isotropic energy spectrum. The shaded area depicts the forcing range.
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