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Quantum Kerr parametric oscillators (KPOs) are systems out of equilibrium with a wide range
of applications in quantum computing, quantum sensing, and fundamental research. They have
been realized in superconducting circuits and photonic platforms. In this work, we explore the
onset of ground-state and excited-state quantum phase transitions in KPOs, focusing on the role of
the phase-space rotational symmetry when the driving frequency is p times the oscillator’s natural
frequency, specifically for u = 1,2, 3,4. These cases are experimentally accessible in superconducting
circuits, where the Floquet quasienergy spectrum can also be studied as a function of tunable control
parameters. Using the classical Hamiltonian of the system, we identify the critical points associated
with quantum phase transitions and analyze the emergence of both real and avoided level crossings,
examining their influence on the energy spectrum and tunneling dynamics. Our findings provide
insights into the engineering of robust quantum states, quantum dynamics control, and onset of

quantum phase transitions with implications for critical quantum sensing.

I. INTRODUCTION

A parametric oscillator is an oscillator with one or
more time-dependent parameters, resulting in the ampli-
fication or modification of its oscillations. In this work,
we focus on quantum oscillators with Kerr nonlinear-
ity, where parametric oscillations arise from an external
drive. These Kerr parametric oscillators (KPOs) are ver-
satile platforms for various quantum applications, rang-
ing from the generation of squeezed states [I] to studies of
tunneling and quantum activation [2H4]. They can be re-
alized in multiple experimental setups, including trapped
ions [B], optical devices [6l [7], and superconducting cir-
cuits [8HII], and potentially in semiconductor microcavi-
ties with exciton-polaritons [12] [13] and nanomechanical
resonators [14] [15].

Superconducting KPOs have been particularly promi-
nent in quantum computing [16] [I7], where they are ex-
tensively studied for the generation of Schrodinger cat
states [I8] used in Kerr-cat qubits [I9], quantum error
correction schemes [20, 21] for fault-tolerant computa-
tion, Ising machines [22] 23], where KPO networks solve
combinatorial optimization problems, and for address-
ing complex phenomena in chemistry [24H26]. Recently,
they have also been exploited for critical quantum sens-
ing [27H29] where phase transitions are used to improve
sensitivity.

Beyond technological applications, KPOs serve as
quantum simulators of excited-state quantum phase tran-
sitions (ESQPTs)[30, B1] (also known as “spectral kiss-
ing” [II]) with implications for quantum dynamics in
Hilbert space and phase space [30]. ESQPTs are gen-
eralizations of ground state quantum phase transitions
(QPTs) to excited states with consequences to the spec-

trum [32H34], structure of the eigenstates [35H37], and
dynamics of the quantum system [30] B7H41]. Their crit-
ical points can be reached either by varying one or several
control parameter for a given energy level or by fixing the
control parameters and increasing the excitation energy.
Although QPTs and ESQPTs are strictly realized only
in the large system size limit, precursors of their exis-
tence can be observed for finite system sizes [42]. KPOs
have also been used to explore dissipative phase transi-

tions [43] and quantum chaos [44H47].

For experimentally relevant Kerr nonlinearities and
drive amplitudes [I1], KPOs within the rotating-wave
approximation can be described by effective time-
independent Hamiltonians [4], 48| 49]. These Hamiltoni-
ans exhibit symmetries [50, 51] that influence their spec-
tral structure, phase diagrams, and dynamical proper-
ties. Given the importance of quantum phase transitions
and symmetries in KPOs for critical sensing, dynami-
cal control, and quantum state stabilization, we carry
out a systematic investigation of QPTs, ESQPTs, and
quantum tunneling in four different KPOs’ effective time-
independent Hamiltonians.

We consider systems where the driving frequency is
close to p times the oscillator’s natural frequency, with
pu = 1,2,3,4 resulting in four distinct effective Hamil-
tonians denoted by H,. The QPTs are classified using
Ehrenfest’s criterion, and the classical limit of the system
is analyzed to identify the critical points associated with
both QPTs and ESQPTs. For each effective Hamiltonian
H,,, we construct its phase diagram and analyze the role
of spontaneous symmetry-breaking in the emergence of
the various phases.

The analysis of phase transitions does not go beyond
four-photon drive, because the resulting Hamiltonian for



w > 4 is unbounded [52]. In fact, we discuss that even
for ;o = 4, there is a range of parameters for which the
Hamiltonian is unbounded. As we approach this point,
the quantum system undergoes changes in the ground
state and excited states that cannot be explained within
the classical limit used here.

_Furthermore, by computing the energy spectrum of
H,, as a function of the control parameters, we iden-
tify real and avoided level crossings, which are directly
linked to quantum tunneling phenomena. Quantum tun-
neling allows access to classically unconnected regions of
phase space. The ability to enhance or suppress tunnel-
ing through knowledge of the spectrum provides a tool
for controlling quantum dynamics.

The KPO effective Hamiltonians, H u» that we investi-
gate exhibit Z,, symmetry, being invariant under discrete
rotations by 2m/u in phase space. The Hilbert space
correspondingly splits into p symmetry sectors, leading
to real and avoided level crossings that affect quantum
tunneling [41] (53] 54]. While avoided crossings facilitate
tunneling by enabling spread within the same symmetry
sector, real crossings between different symmetry sectors
can suppress tunneling, effectively protecting states from
hybridization. Our results offer a systematic framework
for controlling tunneling dynamics through spectral en-
gineering. These findings advance the understanding of
symmetry-induced phenomena in nonlinear quantum os-
cillators and have direct implications for experimental
platforms that combine Kerr nonlinearities and external
drives.

The work is divided as follows. Section [[Il introduces
the quantum models for the KPOs along with their cor-
responding classical Hamiltonians, emphasizing the role
of symmetries in shaping the phase-space structure. In
Sec. [T} we analyze the QPTs and ESQPTs for one- to
four-photon drives, highlighting the connections between
the quantum phase transitions and the critical points of
the system’s classical counterparts. We also present an
exception to this picture, where the changes to the quan-
tum system are not captured by the mean-field limit.
Section [[V]investigates the effects of symmetries on the
tunneling processes of KPOs. Lastly, in Sec. [V} we sum-
marize our key findings and discuss their potential appli-
cations in quantum technologies.

II. MODEL AND SYMMETRIES

This section describes the quantum model and its cor-
responding classical Hamiltonian, and identifies the sym-
metries of the system.

A. Quantum Model

‘We consider a Kerr nonlinear oscillator driven at a fre-
quency wy that is close to p times the oscillator’s natural

frequency, wg, with 4 = 1,2,3,4. In the frame rotat-
ing with frequency wq/u, the effective time-independent
Hamiltonian is given by

H - . .
h—l’; =Hs;—¢, (aT“ +a"), (1)

where we fix A =1,
Hs = —data+ at?a?, (2)

§ = (wo —wa/p)/ K denotes the frequency detuning, and
&u = €,/ K is the ratio between the drive amplitude, €,
and the Kerr amplitude, K. Our control parameters are
0 and &,.

The KPOs Hilbert space is of infinite dimension, hence
we truncate it at a given size N, that ensures the conver-
gence of the energy levels under consideration. Through-
out this work, energy is denoted by F, which is written
in units of K.

In superconducting circuit experiments, the Hamilto-
nian’s sign is the inverse of that in Eq. . Our choice
is made for convenience, implying that the bottom of a
metapotential in this paper corresponds to the peak of
an inverted metapotential in experimental setups, where
dissipation brings the system toward the attractor.

B. Symmetries

The Hamiltonian H » in Eq. commutes with the
symmetry operator

S, = e 12/ (3)

where 7 = a'a is the number operator. The Fock states
|n) are eigenstates of §,, with only p distinct eigenvalues.
The symmetry partitions the Hilbert space into u invari-
ant sectors, each associated with a distinct eigenvalue of
the symmetry operator. The symmetry associated with
8, is Z,,, meaning that the Hamiltonian is invariant under
discrete rotations by 27/u in phase space.

The emergence of symmetry sectors is important for
understanding the properties of the energy spectrum as
a function of the Hamiltonian parameters. According to
the Wigner—von Neumann theorem [55] 56], real degen-
erate energy eigenvalues can only happen for eigenstates
belonging to different symmetry sectors, whereas quasi-
degenerate energy levels, associated with avoided cross-
ings, occur within the same symmetry sector. The effects
of level crossings on quantum tunneling are analyzed in

Sec. [Vl

C. Classical Hamiltonian

By analyzing the classical limit of the system, we deter-
mine the critical points, assess their stability, and calcu-
late their associated energies, enabling the construction



of phase diagrams. The classical counterpart of Eq. ,
derived in App.[4] is

He 2¢
no_ c H
=5 - W}—m (4)
where
1) 1 2
Hf = =5 (¢ +p°) + 7 (¢ +7°), (5)
Fu = Rel(q +ip)"]. (6)

The F,, function stems from the p-photon drive term and
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F3 = q° — 3qp°,

Fi=q" —6¢°p* +p".

The quantum symmetry associated with the operator
in Eq. is classically manifested as a C, rotational
symmetry around the phase-space origin. To show this,
consider the complex variable z = |z[e?® = (q + ip)/V/2
and its complex conjugate z*. In terms of these new
variables, the classical Hamiltonian in Eq. becomes
H} = —0|z|* + |2|* — &, (2" + 2*/*). Rotating the phase-
space energy surface by an angle 8 around the origin cor-
responds to changing the variable z as z — ze~**, which
keeps the classical Hamiltonian invariant for 8 = (27 /).

III. CLASSICAL AND QUANTUM PHASE
TRANSITIONS

In classical phase transitions, the stationary points of
the system’s Hamiltonian are used for identifying critical
points associated with changes in the system’s behavior.
As the control parameters are varied, changes in the num-
ber, type, and stability of the stationary points indicate
phase transitions.

The stationary points (gs,ps) of the classical Hamil-
tonian in Eq. , also referred to as critical points, are
obtained imposing equilibrium conditions within Hamil-
ton’s equations of motion,

%, OF
p 5 (@4 9)] - o) =,
p 4ds,Ps (7>
2, OF
¢s [0 — (a2 +p2)] + %77287; LT 0.

The analysis of these points provides insights into QPTs
and ESQPTs, which emphasizes the connection between
the classical and quantum descriptions of the system.
QPTs manifest as abrupt changes in the ground state
of a system for particular values of the control param-
eters (critical control parameter values) [42], while ES-
QPTs are associated with degenerate or quasi-degenerate

excited eigenstates, and with divergences or disconti-
nuities in the density of states (DOS) or its deriva-
tives [34] 57, [68].

In the following subsections, from Sec. [[ITA] to
Sec. [[ITD] we present a systematic analysis of the phase
space and phase diagram for each classical Hamiltonian
H, exploring their connection with QPTs and ESQPTs.
Before doing that, we describe below in Sec. the
non-driven case (£, = 0).

The phase diagrams for all Hamiltonians H,; are sym-
metric under the sign change of ,. For this reason, it
is sufficient to analyze the phase transitions for &, > 0,
noting that for {, < 0 the critical values p; and g, are
rotated by an angle 7/u. We label the phases for £, > 0
with roman numerals (I, II, ...) and those for £, < 0
are denoted with a tilde (T, ﬁ,) In all phase diagrams
presented in this work, solid lines indicate boundaries
between two regions undergoing a QPT, where the sep-
arated regions may also exhibit different ESQPTs, while
dotted lines separate regions that do not undergo a QPT
but differ in the number of ESQPTs they exhibit.

1. Phase-transition order

In App. Bl we explain how to determine the order of
the phase transition for KPOs using Ehrenfest’s crite-
rion. This is done by computing the lowest energy of
the system and studying its dependence on the control
parameters § and &,.

2. Density of states and ESQPT

The classical DOS is defined as the available phase-
space volume at a given energy FE, while the quantum
DOS is obtained by counting the number of energy levels
in a small energy window centered at E. At large quan-
tum numbers, the two densities converge [59]. The com-
parison of classical and quantum distributions provides
a means for tracking the classical origins of the quantum
transitions.

In systems with one degree of freedom, an ESQPT is
characterized by a logarithmic peak (denoted here by
ESQPTcax) or by a discontinuous step (referred to as
ESQPTgtep) in the quantum DOS [34] 58]. These fea-
tures in the vicinity of an ESQPT critical energy reflect
changes in the topology of the classical phase space. A
divergent peak in the DOS is associated with the emer-
gence of a hyperbolic (saddle) point in phase space and
the discontinuous step with the presence of a local max-
imum or a local minimum.

3. Non-driven KPO: £, =0

In the special case of £, = 0, the classical energies,
according to Eq. (), are E¢ = (¢>+p?)[(¢*+p?)/2-6]/2,



and the quantum levels, according to Eq. (2)), are EZ =
n? —n(1+6), where n = 0,1,2,.... The changes in the
energies occur along the line of § values. When ¢ < 0, the
classical Hamiltonian exhibits a single global minimum
with energy E§ = 0, while in the quantum spectrum,
the ground-state energy E¢ = 0 is non-degenerate for
0 < 0 and twofold degenerate at § = 0. When ¢ > 0,
there is a change in the stationary points that results
in a second-order phase transition. The classical system
now presents a circular set of global minima satisfying
the equation ¢2 + p? = § with E§ = 7%52. This set
of global minima corresponds to the green circle in the
phase space of Fig. (a). The surface on top of Fig. a)
illustrates the energy landscape and its projection in the
two-dimensional phase space is shown in the bottom of
the panel. The ground-state energy is twofold degenerate
and given by Ef = —g(l + %) whenever § is even and it
loses the degeneracy for other values of §, when Ef =

—(13] + DO - (3]

Figure b) illustrates the quantum DOS for § > 0. It
exhibits a step discontinuity at the energy indicated with
a blue circle. This is the critical energy of an ESQPTtp,
which converges to the energy of the local maximum in
the classical limit. Below the ESQPTg, energy, there
can be pairs of degenerate quantum levels associated with
pairs of same-energy classical trajectories, where one tra-
jectory is in an inner circle around the global maximum
and the other is in an outer circle. Above the ESQPTep
critical energy, the degeneracies are lifted.

(a) H(;
< \\q
.
(b)
Q
¢ E — E,

FIG. 1. Non-driven KPO. Panel (a) illustrates the energy
landscape (top) of the classical Hamiltonian Hj in Eq.
with respect to the lowest energy Ey and the projection of
the landscape in the two-dimensional phase space (bottom).
Panel (b) represents the quantum DOS. The blue circle in-
dicates the energy of the local maximum, where the DOS
presents a discontinuous step.

A. One-photon drive

The KPO in the presence of coherent (one-photon)
driving is the simplest experimental case. From a the-
oretical point of view, its Hilbert space is not divided
into symmetry sectors, since the operator $; in Eq.
is simply the identity, so any energy level crossing that
may occur in this case is an avoided crossing [29].

Solving the system of equations in Eq. @ for the clas-
sical Hamiltonian with =1,

Hf = —g (@ +p°) + % (@ +p°) —V26q, (8)
shows that all stationary points for & # 0 have zero
momentum. Finding the values of position of these points
requires solving the cubic equation ¢ — 6 s — V26 =0,
which gives the following critical points r = {gs, ps} and
their corresponding classical energies &,

ry = {140}, Ex, = Hi(4s1,0),
1 i3 c

ro = —57’]-‘,— + T’r]—70 ) 81‘2 = Hl (q5270)7 (9)
1 iv3

s =gy 100 Eny = Hi(gs,,0),

where 7. = By + 8 with A = [6/vV2+vBaw] ' and
the discriminant,
2 3
Adsc = % - %7

determines the number of real solutions of the cubic equa-
tion. For Agsc > 0, the equation has only one real solu-
tion. Along the boundary line § = 3(¢7/2)'/3, two solu-
tions exist. When Age. < 0, the equation admits three
distinct real solutions.

The phase diagram in Fig. a) is constructed using
the discriminant, with each color representing a distinct
phase. A solid line marks the boundary between two re-
gions undergoing a QPT. These regions may also exhibit
different ESQPTs. A dotted line separates regions that
do not experience a QPT, but differ in the number of
ESQPTs.

In region I of Fig. a), where § < 3(¢7/2)1/3, there is
only one stationary point. This is a stable global min-
imum that approaches the phase-space origin as & ap-
proaches zero. The energy landscape is characterized by
a single well, as seen in the top of Fig. b). The bottom
of this figure shows the quantum DOS, which decreases
monotonically with increasing energy.

In region II of Fig. a), where § > 3(£7/2)1/3, there
are three critical points: a global minimum, a hyperbolic
point, and a local maximum, as seen in the energy land-
scape and phase space in Fig. (c) The energy contour
crossing at the hyperbolic point is the separatrix that di-
vides the phase space into different dynamical regions. In
the energy interval above the separatrix and below the lo-
cal maximum, the spectrum can exhibit avoided crossings
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FIG. 2. One-photon KPO. Panel (a) shows the phase diagram for the detuning parameter ¢ and the one-photon drive amplitude
&1. The QPT is represented by a solid line, while the dotted lines indicate ESQPTs. Panels (b) and (c¢) illustrate the energy
landscape and phase-space structure (top) and the DOS (bottom) for region I and region II, respectively.

associated with same-energy trajectories, one trajectory
close to the local maximum and the other in the phase-
space region that encompasses all critical points [29].

The DOS at the bottom of Fig. c) shows a peak
at the energy indicated with a star and this peak di-
verges logarithmically as we approach the classical limit.
This accumulation of energy levels in the DOS signals
an ESQPTpcak. The separatrix energy is close to the
ESQPTeax critical energy and coincides with it in the
classical limit. At an even larger energy, one reaches
the ESQPTtep, characterized by the step discontinuity
in the DOS. This happens at the energy marked with a
blue circle, which coincides with the energy of the local
maximum in the classical limit.

As the system transitions from region I to region II,
it undergoes significant structural changes in the energy
landscape and phase-space topology, which are reflected
in the DOS. While region I lacks any ESQPTSs, region
II features two distinct ESQPTs. At the transition line
[dotted line at § = 3(£7/2)'/3], the system exhibits one
global minimum and an inflection point, which corre-
sponds to a degenerate critical point, where the DOS
diverges logarithmically.

To move from region II to region II, one needs to pass
through the line of & = 0, already described in Fig.
and indicated in Fig. a) with a solid cyan line. This
corresponds to a first-order QPT, where the minimum
and hyperbolic critical points of region II merge into a
circle of global minima when &; = 0, before reappearing
in region I This is a particular kind of first-order QPT,
without coexistence of global minima. A similar first-
order transition happens in nuclear shapes [60-H62] and
in the Lipkin-Meshkov-Glick model [G3].

B. Two-photon drive

The two-photon KPO (u = 2) was analyzed in detail
in [41] after its experimental realization in [53]. The clas-
sical Hamiltonian is given by

Hs = =3 (@ +1%) + 1 (@ +7) ~& (") . (10

Solving the system of equations in Eq. @, we distinguish
five critical points r = {¢s,ps}, which are listed below
together with their corresponding energies &,

rg = {07 0}7 gro = 07
+ §—26\°
rE = {O,i\/é - 252}, Er =~ <—> C

2
2

The phase-space origin is a stationary point for any
value of § and &, while the critical points ri (ry) exist
only if § > 2& (6 > —2&). According to the stability
of these points, three main scenarios are identified in the
phase diagram of Fig. a), as explained next.

In region I of Fig. [3[(a), where § < —2|&|, there is only
one stationary point at rg, which is a global minimum, as
seen at the top of Fig. b). Accordingly, the density of
states at the bottom of Fig. b) decreases monotonically
as the energy increases.

In region II of Fig. a), where & > 0 and —2& <
0 < 2&, we have three stationary points. Two of these
points are stable global minima at 1‘2jE and ry becomes
now an unstable hyperbolic point. The DOS shown at the
bottom of Fig. c) peaks at the energy of the hyperbolic
point, as typical of an ESQPTeak.

As the system transitions from region I to region II,
it undergoes a second-order QPT, where the single mini-
mum at the origin bifurcates into two new minima at r%t.
The order of this QPT is established using Ehrenfest’s
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FIG. 3. Two-photon KPO. Panel (a) shows the phase diagram for the detuning parameter ¢ and the two-photon drive amplitude
&. QPTs (ESQPTs) are represented by solid (dotted) lines. Panels (b)-(d) illustrate the energy landscape and phase-space
structure (top) and the DOS (bottom) for three regions appearing in the phase diagram: region I (b), II (c¢), and III (d).

criterion, as shown in App. Furthermore, in contrast
to region I, region II exhibits an ESQPT.

In region III, where & > 0 and § > 2&,, there are
five stationary points. In comparison to region II, the
two minima persist at ry, but ro becomes a stable local
maximum and two unstable hyperbolic points emerge at
rli7 as seen at the top of Fig. d). This implies that
Sr(f < Srli < &y Accordingly, the DOS exhibits an

ESQPTpeax at the hyperbolic points energy grfc (star)

and an ESQPTg, at the local maximum energy &,
(blue circle). Thus, the transition from region II to re-
gion III involves the appearance of an additional ESQPT
and no ground-state QPT.

The line of & = 0 in Fig. a), separating region III
and region III, is associated with a first-order phase tran-
sition deprived of minima coexistence, similar to the II-11
transition discussed for ;= 1. For 6 > 0, as £&; — 0, the
four stationary points outside the origin give place to the
circular set of global minima shown in Fig. a).

C. Three-photon drive

Among the four driving frequencies considered in this
work, the three-photon KPO (p = 3) remains the least
explored in the literature [51]. The classical Hamiltonian,

. ) 1 2§
Hy = =5 (¢ +07) + 5 (¢ +17) —;%Gf—Swﬂ,

(12)

has the following seven stationary points and correspond-
ing energies,

rg = {0)0}) gro - 0)
rit:{Q:tvo}v (S},il: :gi,
1
ry = —§Q+,i?|Q+| . Ee=&, (1)
1
r;,t: __Q—7i£|Q—| ) gi :E—a
2 2 rs
where we have defined
_ 1 2 _ Qi 2
Q=155 (3§3j: 9§3+8§), Er=—2=(2+QR).

The analysis of the parameters for which these points
exist leads to the phase diagram in Fig. @(a) and reveals
the phase-space structures shown in Figs. b)—(g).

In region I, for § < —9¢2/8, there is a single global
minimum at rg and the DOS decreases monotonically as
the energy increases [Fig. [4{(b)].

The phase-space structure becomes more complicated
at the dotted line § = —9¢2/8 in Fig. [4fa), where
Qs = Q_ = 3¢/2v/2. This is a spinodal line, that
marks the appearance of a set of local minima in a first-
order phase transition [42]. Hence, in addition to the
global minimum at the origin, three degenerate criti-
cal points arise according to Eq. . These new sta-
tionary points are inflection points, associated with an
ESQPTpeak, emerging at positions that respect the rota-
tional symmetry of the system. The point r{ = r] lies
exactly on the position axis, and the other two, rj = r;{
and r; = rjz, can be found by rotating r{ at an angle of
27 /3 and 47 /3 around the origin, respectively.

As the dotted line is crossed and the system enters
into region II, characterized by —9¢3/8 < § < —&3, the
three inflection points develop into three local minima
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FIG. 4. Three-photon KPO. Panel (a): Phase diagram for the detuning parameter 6 and the three-photon drive amplitude
&3. Panels (b)-(g): energy landscape and phase-space structure (top), and sketches of the density of states (bottom) for the
selected cases I-VI, respectively. A ground-state quantum phase transition is represented by a solid line, while excited-state

quantum phase transitions are indicated by dotted lines.

and three saddle points, with seven critical points in to-
tal. Along the line p = 0, the critical points at ¢ = 0,
qg = Q_, and ¢ = @4 respect 0 < Q- < Q4 and
Ery < E4 < E_. Over this g-axis, the global minimum re-
mains at the origin, r; = {Q_,0} is a hyperbolic point,
and r] = {Q,0} is a local minimum. This structure
is repeated by the symmetry operation, and the result is
illustrated in Fig. [d{(c). At the bottom of this figure, the
triple local minima and the triple hyperbolic points man-
ifest in the DOS as two ESQPTs: the step-like behavior
located at the blue circle and the logarithmic divergence
identified by a star, respectively.

The solid line IIT at § = —&2 indicates a first-order
QPT, where now four minima coexist with energy &, =
&1. In addition, there are three saddle points with en-
ergy £_, that are related to the ESQPTeak illustrated
in Fig. [ild).

The roles of the minima are exchanged when line IIT
is crossed, going from region II to the region IV, where
—£2 < § < 0. In region IV, the phase-space origin be-
comes a local minimum and the points rj and ri are
global minima, while the hyperbolic points persist at ry
and rgi. Since region IV has local minima and hyper-
bolic points, its DOS is equivalent to that of region II,
exhibiting an ESQP T, and an ESQPTpeak, as shown
in Fig. [4fe).

The dotted line V along § = 0 is an antispinodal line
marking a first-order QPT. The local minimum from re-
gion IV disappears and the three hyperbolic points r;
and r?jf coalesce at the origin forming a particular type
of saddle point, called monkey saddle point. The phase-
space topology is now characterized by the monkey sad-

dle point at the origin and the three global minima al-
ready present in region IV, as shown in Fig. Ekf) Simi-
larly to line IIT and the dotted line between regions I and
IT, line V leads only to an ESQPTcak.

The transition from region IV to region VI does not
involve a QPT, since in region VI the points rf and 1'2jE
remain as global minima. However, once the line V is
crossed, there are three hyperbolic points r; and r:f and,
at the origin, a local maximum, as seen in Fig. [{g).
Furthermore, (Q_ is now negative, while it is positive in
region IV. Therefore, both regions exhibit an ESQPTcax
and an ESQPTgcp.

As in the 4 = 1 and pu = 2 cases, the phase diagram
for the three-photon KPO is symmetric for positive and
negative values of the control parameter £, and there is
a first-order phase transition line without minima coex-
istence between regions VI and VI, which is marked by
the solid cyan-highlighted vertical line at £3 = 0.

The classical energy surface analysis is a convenient
tool to identify critical points that are associated with
QPTs and ESQPTs. However, it is important to keep in
mind that in some cases, the detection of ESQPT pre-
cursors may require parameters that bring the quantum
system significantly close to the classical limit. This is
the case, for example, of region II.

D. Four-photon drive

The four-photon KPO (u = 4) has been considered
for error correction schemes [2I]. In comparison with
the three-photon KPO, its phase diagram is significantly
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FIG. 5. Four-photon KPO. Panel (a): Phase diagram for the detuning parameter § and the four-photon drive amplitude &,4.
Panels (b)-(c): energy landscape and phase-space structure (top), and sketches of the density of states (bottom) for phases I-11,
respectively. A ground-state quantum phase transition is represented by a solid line.

simpler. However, in contrast to the cases with u < 4, the
classical Hamiltonian HY is unbounded for |{4] > 1/2. In
Sec. we restrict the analysis to 0 < £, < 1/2 and
leave the discussion of the limit £ — 1/2 to Sec.

1. Analysis for |€4] < 1/2
The classical Hamiltonian,

B 1
Hi=—3 (¢ +p*) + 1 (¢ +7p°)° - %4 (¢* = 6¢°p* + p*),

(14)

gives the following nine critical points,

rog = {070}7 8!‘0 == 07

ri = {0,£Qu.}, Er = —0Q0 /4

ry = { £Q.,0}, Epr = —0Q3/4; (15)

ry ={£Qa,+Qa}, &z =-0Q3/2

ri = { £Qa, FQu}, £ = —0Q3/2;
where

Qu=/6/(1—260) and Qq = /6/[2(1 + 26,)].

There are only two different phases, I and II, in the dia-
gram of Fig. [p|(a).

In region I, where 6 < 0, there is only one global mini-
mum at rg, as shown in the top of Fig. (b) This simple
structure reflects in the shape of the DOS seen in the
bottom of the same figure.

The 6 = 0 line is a second-order QPT line, where the
minimum in the energy landscape at the origin becomes
flat (quartic order). Once this line is crossed toward re-
gion I, where § > 0 and 0 < &4 < 1/2, nine stationary
points emerge, as illustrated in Fig. c). The origin
ro now becomes a local maximum, there are four global

minima at energy —JQ2/4, and four hyperbolic points
at energy —8Q%/2. The DOS in the bottom of Fig. c)
shows the ESQPTcak related to the hyperbolic points
and the ESQPTy, associated with the local maximum.

2. Discussion for &4 — 1/2

For |&4] > 1/2, the classical Hamiltonian becomes as-
sociated with unbounded states. This produces impor-
tant differences between classical and quantum results
when the control parameter |&4] — 1/2. To illustrate
this, we show in Fig. @(a) the energy levels for the quan-
tum Hamiltonian with a four-photon drive as a function
of & > 0 for 6 = 0. Notice that, contrary to all other
figures in this paper, we do not subtract the energy E
by the ground-state energy Fy to make it clear that the
features not reproduced by the mean-field limit occur in
the negative region of the spectrum. When & — 1/2,
the classical Hamiltonian tends to

H{ — —g (¢* +p?) + 2¢°p°,

which, contrary to the quantum Hamiltonian, can only
give positive values when 6 = 0.

We see that in the region of negative energies in
Fig. |§|(a)7 the four symmetry sectors (denoted S1, S2,
53, and S4) become quasi-degenerate, as in an effective
four-well metapotential [see also the inset in Fig. [6]a)].
The appearance of the four branches is supported by the
analysis of the Husimi function [64].

1
QU™ = ~l(ala.p)lv)P, (16)
for the ground state in Figs. [6{b)-(e). The Husimi func-
tion gives the distribution of a quantum state |1) in phase
space, where the coherent state |a), from a|a) = ala),



—100 - )
0.490 0.495 0.499

FIG. 6. Panel (a): Eigenvalues as a function of the drive
amplitude &4 for § = 0. Each color represents one of the ir-
reducible sectors: S1, S2, S3, or S4. Panels (b)-(e): Husimi
function for the ground state at different values of &4, ap-
proaching & — 1/2 from (b) to (e); N = 1200.

defines a point (g,p) in phase space according to a =
(q +ip)/V/2 [64]. As &4 approaches 1/2, the Husimi dis-
tribution of the ground state changes significantly, from
a compact shape centered at the origin of the phase
space [Fig. [(b)] to a pattern stretched along the ¢ and p
axes [Figs. [6)(e)] with probability concentrated (red color)
along the axes.

The closing of the energy gap among the four low-
est levels, each one from a symmetry sector, extends to
higher levels. Whether these changes should be associ-
ated with QPTs and ESQPTs will be investigated in a
future work, as well as whether they could be captured
by modifications of the mean-field limit.

IV. QUANTUM TUNNELING

In this section, we examine how the spectral level cross-
ings affect quantum tunneling. Avoided crossings occur
within the same symmetry sector and enhance tunneling
by enabling state mixing. In contrast, real crossings arise
between different symmetry sectors and do not contribute
to tunneling. By properly tuning the control parameters
0 and &,, it is therefore possible to enhance or suppress
tunneling, which offers a mechanism for controlling quan-
tum dynamics.

To quantify quantum tunneling, we employ a measure
that captures the spreading of the time-evolved quan-
tum state, |¥(t)) = e *7u!|¥(0)), into specific regions
of the phase space M. For this purpose, we use the

Husimi function in the position-momentum representa-
tion, as defined in Eq. (16]), where |¢) is now taken to be
| (¢)). To interpret the tunneling dynamics in relation
to classical motion, we define and analyze specific invari-
ant regions of the phase space, denoted by 2k, which
remain unchanged under classical evolution. A region
Qr C M is considered invariant if, for any initial con-
dition x € Qy, the corresponding classical trajectory re-
mains confined to €, for all times ¢, that is, ¢, (t) € Qp,
where ¢ : R x M — M represents the flow generated by
the Hamilton’s equations of motion given in Eq. .

For a given invariant region ; C M, we define the
Husimi volume at time ¢ as [65],

Vo, (t / / dqdp QY (17)

which quantifies the fraction of the quantum state’s
Husimi distribution localized in ;. The Husimi volume
is normalized, such that ¥V = 1 when the integral is per-
formed over the entire phase space, i.e. Qi = M. The
computation of the Husimi volume is performed using
Monte Carlo integration methods [66].

Finally, we employ the concept of effective tunnel-
ing [41, [66], defined as the change in the Husimi volume
within a region € over a time interval [to, t],

Ta, (t,t0) = Vo, (t) — Va, (to) - (18)
This measure quantifies the net flow of the quantum state
in or out the phase-space region )i during the specified
time interval. For an initial state concentrated in Qj at
to, a dip in the value Tq, indicates that the evolved state
tunneled out of ) into other phase-space regions.

A. Tunneling in the absence of symmetry sectors

We begin the analysis with the one-photon (u = 1)
KPO, where there are no symmetry sectors, so any cross-
ing is necessarily avoided. We focus on phase II of Fig.
As shown in Fig. [fa) [see also Fig. [2[c)], the classical
phase space features a global minimum (green circle), a
local maximum (red star), and a hyperbolic point at the
crossing of separatrix (white line). The figure also indi-
cates the phase-space region ¢, with energies above
the separatrix, and region ;,, with energies between the
separatrix and the local maximum. Trajectories within
these regions may have the same energy. When this hap-
pens, there are avoided energy crossings in the quantum
spectrum.

In Fig. I(b we show the spectrum of the Hamilto-
nian in Eq. as a function of the detuning parame-
ter ¢, fixing 51 = 5. For intermediate energies, between
the ESQPTpeak energy (approximately the energy of the
hyperbolic point) and the ESQPTge, energy (approxi-
mately the energy of the local maximum), the spectrum
exhibits avoided crossings for integer values of the de-
tuning parameter. These values can be obtained using
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FIG. 7. Spectral properties and tunneling analysis in the one-photon KPO for & = 5. (a) Phase-space structure for ¢ in region
IT of Fig. |2} separatrix (white curve), local maximum (red star), and global minimum (green circle). The red circle near the
hyperbolic point indicates the initial coherent state considered for the dynamics. Its energy is slightly above the separatrix,
being in the phase-space region Qou¢. Trajectories in Qoyy and i, can have the same energy. (b) Excitation energies as
a function of the detuning parameter §. (c) Average level spacing for the first 150 levels vs ¢, showing minima at avoided
crossings. (d) Effective tunneling vs 6§ computed for Qo and Kt € [0,100]. A sharp dip in 7q,,, indicates enhanced tunneling
away from Qout, which happens in the presence of avoided crossings. The red (violet) vertical dashed line in (b)-(d) marks
§ = 29.05 (6 = 29.754). (el)-(e2) Evolved Husimi function for (el) § = 29.05, where avoided crossings takes place, and (e2)
0 = 29.754, where there are no level crossings. Notice the different scales in the color coding for (el) and (e2), indicating more

spreading in (el).

a semiclassical approach based on the Einstein-Brillouin-
Keller quantization rule [41] that determines for which 4,
pairs of classical trajectories have the same energy.

In Fig. |Z|(c), we calculate the average level spacing for
the same parameters used in Fig. b). The average is
performed over the spectral region that goes from the
ground state energy to energies above the step-like ES-
QPT, so that the entire energy region of level crossings is
included. As expected, the minima in the average level
spacing align with the energy values at which avoided
crossings occur.

To probe quantum tunneling, in Fig. [7[d), we compute
the effective tunneling measure defined in Eq. for an
initial coherent state centered slightly above the hyper-
bolic point [see red circle in Fig. [f{a)]. This places the
initial state’s energy within the phase-space region Qqy¢,
so we compute the effective tunneling with respect to
Qout. The observed dips in the values of Tq,,, correlate
with the minima in the average level spacing [Fig. [fj(c)]
and indicate enhanced tunneling away from {2, caused
by avoided crossings.

In Figs. [ffel)-(e2), we display the Husimi function of
the evolved state at time ¢t = 100/K. The detuning pa-
rameter corresponding to Fig. el) is marked by a verti-
cal red dashed line in Figs. [7[b)—(d), while the value used
in Fig. [7|(€2) is indicated by a vertical violet dashed line

in the same panels. In Fig. el), where the detuning
parameter leads to avoided crossings, we observe tunnel-
ing from the phase-space region Q,,t to Q. In contrast,
Fig. 62) shows no spread into region {;,, consistent
with the suppression of tunneling due to the absence of
avoided crossings.

B. Tunneling in the presence of symmetries sectors

We now examine tunneling in pg-photon KPOs with
= 2,3,4, in which cases the system decomposes into
2,3, and 4 irreducible sectors, respectively, due to its un-
derlying Z,, symmetry. For y = 2, we focus on phase
III of Fig. [3] for 4 = 3 on phase VI of Fig. 4] and for
1 = 4 on phase II of Fig. ol As in the previous subsec-
tion, the classical phase space for all three cases shown
in Figs. [§(al)-(c1) reveal a common structure: an outer
phase-space region )., with energy above the separa-
trix (white line) and an inner region €, bounded by
the separatrix energy and a local maximum (red star).
Depending on the control parameters, classical trajecto-
ries in i, and Qo can have the same energy, which
manifests in the quantum regime as real or avoided level
crossings in the spectrum.

We investigate tunneling between Q,,+ and §2;,. Notice
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FIG. 8. Spectral properties and tunneling analysis in (al)-(a4) the two-photon KPO for & = 5, (b1)-(b4) the three-photon
KPO for {3 =1, and (c1)-(c4) the four-photon KPO for {4 = 0.25. (al)-(cl): Phase-space structure for ¢ in (al) region III of
Fig. |3l (b1) region VI of Fig. [4] and (c1) region II of Fig.[5| The figures show the separatrix (white curve), local maximum (red
star), and global minima (green circles). The red circle near the hyperbolic point indicates the initial coherent state considered
for the dynamics. Its energy is slightly above the separatrix, being in phase-space region Qou. Trajectories in Qoue and Qiy
can have the same energy. (a2)-(c2): Excitation energies as a function of the detuning parameter §. Each color indicates a
different symmetry sector. Avoided crossings happen in the same symmetry sector. (a3)-(c3): Average level spacing for each
symmetry sector Sk vs d, showing minima at avoided crossings. Each curve considers the first 150 levels. (a4)-(c4): Effective
tunneling vs ¢ computed for Qout and Kt € [0,100]. A sharp dip in 7q,,, indicates enhanced tunneling away from Qout, which
happens in the presence of avoided crossings.

out

that for p = 2, 3,4, there are other phase-space regions ing) for another symmetry only when p = 3,4, as seen in
associated with the global minima (green circles) seen in  Figs. b3) and (c3).
Figs. (al)—(cl). These regions have the same energy and For the two-photon KPO in Fig. a3), the values of §
could be considered for studies of tunneling as Weu; are correlated for both symmetries, with minimum val-
The spectrum of the quantum Hamiltonian H, in ues corresponding to odd § and maximum values to even
Eq. is shown as a function of the detuning param- 0. For the three-photon KPO in Fig. b3), the lowest
eter 0 in Figs. [§(a2), (b2), and (c2) for 4 = 2, 3, and  values of 5 alternate among the three symmetry sectors,
4, respectively. Each color represents a symmetry sector. and we have not identified any simple function for their
Below the ESQPTpeak, the spectrum is p-fold degener- dependence on §. For the four-photon KPO in Fig.c3)7
ate. Between the ESQPTcax and the ESQP Ty, energy a pattern emerges where the lowest values of the average
crossings can occur depending on the control parame- level spacings appear simultaneously for two symmetry
ter values. Real level crossings happen between different sectors. There are now two pairs of correlated symmetry
symmetry sectors and avoided crossings within levels in sectors, a pair with even parity and the other with odd

the same symmetry sector. Above the ESQPTgep en- parity. Whenever two sectors exhibit avoided crossings

ergy, the spectrum does not exhibit level crossings. for a value of 4, the other two show real crossings. As
For the two-photon KPO, all crossings are real for even in the three-photon case, no straightforward rule dictates

values of the detuning parameter and avoided for odd val- the dependence of the lowest values of 5 on 4.

ues of § [41] 5T}, [53]. Unlike this case, for three- and four- In Figs. [B[ad), (b4), (c4), we finally compute the ef-

photon KPOs, real and avoided crossings can coexist for fective tunneling measure defined in Eq. for an ini-
the same value of §, resulting in a more intricate spectral tial coherent state centered slightly above the hyperbolic
structure. In Figs.[8|(a3), (b3), (¢3), we show the average  point [see red circle in Figs.[§|(al)-(c1)]. This initial state
level spacing, s, for each symmetry sector separately as has energy within the phase-space region .., So we
a function of the detuning parameter § for u = 2,3,4, compute Tq_,,. In all three cases, p = 2,3, 4, tunneling
respectively. Small values of 5 (avoided crossing) for one  enhancement in Figs. [8(ad)-(c4) correlates with the low-
symmetry may coincide with large values of 5 (real cross- est values of 5 in Figs. [8(a3)-(c3). Therefore, for the two-



photon KPO, tunneling amplification away from gy, to-
wards €2, happens when both symmetry sectors exhibit
avoided crossings, while for the three- and four-photon
KPO, this happens when at least one sector has avoided
crossings.

V. CONCLUSION

We provided a systematic analysis of ground-state and
excited-state quantum phase transitions (QPTs and ES-
QPTs) in Kerr parametric oscillators (KPOs) subject to
one-, two-, three-, or four-photon drive. By deriving and
analyzing the corresponding classical Hamiltonians, we
identified critical points associated with first- and second-
order QPTs and ESQPTSs. The results reveal rich phase-
diagram structures influenced by the control parameters
and discrete Z,, symmetries.

The Z, symmetry partitions the Hilbert space into
symmetry sectors and affects the nature of spectral cross-
ings. Real level crossings occur between different symme-
try sectors, while avoided crossings occur within the same
sector. This difference directly impacts quantum tun-
neling dynamics: avoided crossings enable tunneling via
state hybridization, whereas real crossings inhibit tunnel-
ing by protecting states from mixing. Therefore, quan-
tum tunneling can be selectively enhanced or suppressed
by tuning the system parameters, thus offering a mecha-
nism for dynamical control in KPOs.

In KPOs with three- or four-photon drive, real and
avoided crossings may coexist for different symmetry sub-
spaces. We verified that significant tunneling can occur
even when avoided crossings is confined to a single sym-
metry sector.

In the four-photon case, novel behavior emerges as the
system approaches the unbounded Hamiltonian regime
(&4 — 1/2). In this limit, the quantum system undergoes
changes that are not captured by the classical mean-field
approximation. The analysis of the Husimi function re-
veals the onset of potentially unexplored QPT and ES-
QPT phenomena, that calls for further investigation.

Overall, our study offers a unified framework for un-
derstanding the interplay between symmetry, quantum
phase transitions, and tunneling in driven nonlinear
quantum oscillators. We demonstrated that by adjust-
ing the detuning and drive amplitude, one can engineer
the spectrum, which can have direct implications for crit-
ical quantum sensing and dynamical control, particularly
in experimental platforms that realize KPOs, such as su-
perconducting circuits and optical devices.
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Appendix A: Classical limit

To derive the classical Hamiltonian and obtain a con-
tinuous spectrum, we introduce the parameter Nqg in

Neg . | .. L '
a=y/Sra+ip) and (g5 =5 (A
From the above definitions, we then have
at +a i(a' —a)

j = and p=
1= aNa b= NG
showing that 1/+/N.g corresponds to the zero-point fluc-
tuation of a harmonic oscillator. The classical limit is
achieved by taking N.g — oo.
Applying Eq. (Al) to the quantum Hamiltonian in
Eq. leads to

b

H SNegt . o
N QH(q—zp)(qu)
Nesz ~ cA\2 A LA\ 2
+ (¢ —1p)” (¢ +1ip) (A2)
NU«/2 ) R R .
75“2#75 [(q —ip)" + (¢ +ip)"].

In the limit Neg — 00, the quantum operators approach
classical coordinates, § — ¢ and p — p, resulting in the
classical Hamiltonian Hj,. We find that

He¢ o¢ 1 2

Hp 92 2 19 2

Te= g (@ +P)+ (¢ +p)
where the classical parameters can be mapped back to
their counterparts in the quantum Hamiltonian through
the equations for the Kerr nonlinearity, K¢ = KNZ;, for
the detuning 6° = §/Neg, and for £¢ = £, /N2;"/?. The
function F), is defined as Re [(¢ + ip)"]. In the main text,
we conveniently fix Neg = 1.

25,

- W‘Fﬂa (A3)

Appendix B: Phase transition order

In our analysis, we use Ehrenfest’s criterion for the
lowest energy Ey and its derivatives to classify the QPTs.
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FIG. 9. Analysis of the order of the phase transition for the
case = 2. Lgft panels illustrate the transition between re-
gions IIT and III for § = 1.5. Panels (a), (c), and (e) present,
respectively, the lowest energy FEy, its first- and second-order
derivatives as a function of ;. Right panels refer to the tran-
sition between regions I and II for £, = 0.5. Panels (b), (d),
and (f) present, respectively, the lowest energy Eo, its first-
and second-order derivatives as a function of §. The blue cir-
cles (red lines) refer to the quantum (classical) results. All
panels adopt N = 4000 and Neg = 100, ensuring that quan-
tum and classical results are very close.
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This is illustrated in Fig. [0 for the case u = 2, where
the left panels [Figs.[0fa), (c), and (e)] correspond to the
transition between regions IIT and ITI and the right panels
[Figs. [0[b), (d), and (f)] refer to the transition between
regions I to II. Blue points represent the quantum results
and red lines the classical values.

Let us begin by discussing the left panels. We fix
§ = 1.5 and study Ey [Fig. [0fa)], its first-order deriva-
tive OEy/0¢, [Fig. [0c)], and its second-order derivative
0%FEy/0¢3 [Fig. Eke)] as a function &. The discontinu-
ity of the first-order derivative in Fig. @(c) indicates a
first-order phase transition.

Let us now focus on the right panels. We fix & = 0.5
and study Ey [Fig.[[b)], its first-order derivative 0Ey/dé
[Fig. [9(d)], and its second-order derivative 9?Ey/d52
[Fig. 9(f)] as a function 4. The discontinuity of the
second-order derivative in Fig. [9{f) indicates a second-
order phase transition.

This methodology can be systematically applied to any
QPT across different cases.
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