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Abstract—Bayesian Federated Learning (BFL) enables un-
certainty quantification and robust adaptation in distributed
learning. In contrast to the frequentist approach, it estimates
the posterior distribution of a global model, offering insights
into model reliability. However, current BFL. methods neglect
continual learning challenges in dynamic environments where
data distributions shift over time. We propose a continual BFL
framework applied to human sensing with radar data collected
over several days. Using Stochastic Gradient Langevin Dynamics
(SGLD), our approach sequentially updates the model, leveraging
past posteriors to construct the prior for the new tasks. We
assess the accuracy, the expected calibration error (ECE) and
the convergence speed of our approach against several baselines.
Results highlight the effectiveness of continual Bayesian updates
in preserving knowledge and adapting to evolving data.

Index Terms—Federated Learning, Bayesian Learning,
Markov Chain Monte Carlo, Continual Learning

I. INTRODUCTION

Federated Learning (FL) [1] is a privacy-preserving ma-
chine learning (ML) paradigm that enables multiple parties
to collaboratively train a global model without sharing their
raw data. This distributed training addresses critical security
and data ownership concerns, making it useful when sensitive
data is prevalent. By distributing the computation, FL mitigates
data transmission risks while enabling large-scale learning
across diverse datasets. Its versatility is widely adopted in
healthcare [2], smart homes [3]], autonomous vehicles [4]], and
industry [5]], [[6]. However, its frequentist nature provides only
a single-point estimate, limiting uncertainty representation and
increasing overfitting risks.

To address these limitations, Bayesian Federated Learning
(BFL) [7] applies Bayesian inference [8] over the parameter
space by maintaining a posterior distribution which captures
the inherent uncertainty in the model and data. This prob-
abilistic perspective provides more robust predictions and
improves generalization. When the posterior is intractable,
two approaches can be used. Variational Inference (VI) tech-
niques [9]] approximate the posterior with simpler, tractable
distributions by reformulating the problem as an optimization
task which minimizes the Kullback-Leibler (KL) divergence
between the approximation and the true posterior [10]. Markov
Chain Monte Carlo (MCMC) techniques [11] approximate the
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Fig. 1: Bayesian FL for human sensing. Each robot cell is
equipped with a radar measuring the angle « and the distance
l to the operator (range-azimuth map).

posterior with a stationary distribution of Markov Chain (MC),
allowing it to generate samples that approximate the true
posterior. A widely used MCMC-based method is Stochastic
Gradient Langevin Dynamics (SGLD) [|12]], which combines
Stochastic Gradient Descent (SGD) with Gaussian noise to
simulate the dynamics of the posterior distribution. Various
MCMC methods are studied in [13[|]-[15]], where the authors
adopted a centralized FL approach by exchanging local pos-
terior distribution samples produced by the participants with
the Parameter Server (PS).

In scenarios where data is collected sequentially, such
as medical monitoring [16] or Industrial Internet of Things
(IToT) processes [17)], Continual Learning (CL) [18]] becomes
essential for adapting to new information without discarding
previously acquired knowledge. Traditional FL approaches
often struggle to address evolving data distributions. Despite
the lack of the analysis of BFL for CL [19], [20], with its
ability to incorporate meaningful prior, it provides a natural
solution for continual learning.

Contributions: we explore a continual BFL framework
based on SGLD. The framework is verified in an industrial
IoT use case, where a model is trained to assist operators
in monitoring a human-robot collaborative work environment.
The model is subject to periodic and continual adaptation
based on the new data coming from the following days. The



goal is to investigate two key research objectives:

1) evaluate the benefits of adapting posterior distributions
as the next priors for CL in a sequential way, which we
refer to as Posterior-aided Continual Learning (P-CL);

2) compare the performance of the proposed sequential
adaptation with the conventional CL paradigms.

This paper is organized as follows. Sec. [l| provides the
overview of BFL and SGLD. Sec. [l1]| describes the analyzed
continual BFL framework. Sec.[[Vldescribes the industrial case
study used for the evaluation of our continual BFL framework.
Sec. [V] conducts the overview of the results, while Sec.
discusses the conclusion and future work.

II. DISTRIBUTED BAYESIAN OPTIMIZATION

In this work, we focus on the conventional synchronous
Parameter Server (PS) based FL setup [1]], as illustrated in Fig.
‘We consider a set of N nodes, where each node n has a local
dataset D,, = {(Xn.4, ym)}g’{‘ Xp,; and y,, ; are inputs to the
model and labels respectively, D = {D, }_,. The training
process follows an iterative scheme where each node member
of the federation n € {1,..., N} performs local updates on
its private dataset D,, and shares only model parameters or
gradients with the PS, as shown in Fig. [Il The goal of the
devices is to collaboratively train a global model under the
coordination of the PS, without sharing their local datasets

Bayesian Federated Learning (BFL) [7]] extends conven-
tional FL by incorporating Bayesian inference to model uncer-
tainty and improve generalization. Each node performs local
Bayesian updates and contributes to the computation of global
posterior distribution. Let & € R” be the model parameters.
Given a dataset D, the posterior distribution of 8 is computed
using the Bayes’ theorem:

N
p(0|D) o p(6 H (D,10), (1)

where p(D,,|0) = 124! p(n i [%n.i, )is the likelihood of the
data given the parameters for each node, p(@) is the prior
distribution over parameters.

A common approach to approximate these distributions is
using gradient-based Markov Chain Monte Carlo (MCMC)
methods, such as Stochastic Gradient Langevin Dynamics
(SGLD), allowing efficient posterior sampling. This iterative
approach can obtain a sample-based accurate approximation
of the posterior by generating samples using a noisy version
of SGD starting from the initial set of parameters 6

0r11 =0, —nVL(O) + /20641, 2

where 7 is the learning rate, &, ~ A(0 N,»1In,) - vector drawn
from a standard normal distribution, L(0y) = 25:1 L,(6y),

1
L, (0;) = —logp(D,|01) — N log p(6%)- 3)

Typically, the sampling procedure should start once the MC
has converged to a stationary distribution. Therefore, following

[12], a "burn-in” phase is introduced, during which we discard
the first 73 samples, while the following T = T'— T}, samples
are used for the posterior approximation.

III. CONTINUAL BAYESIAN FLL METHODOLOGY

The MCMC-based BFL framework [21]] serves as an accu-
rate decentralized method for the estimation of the posterior
of the parameters. However, considering the nature of the FL
process, the data coming from the nodes can not only be
heterogeneous, but also dynamic. Thus, the posterior estimate
at one point in time might become inaccurate as the data
evolves. A solution could be to continually retrain the model
on the newly collected data to adapt to the changes. While
this solution is effective, it is inefficient in terms of the
communication overhead. When the dynamics of the data
are not abrupt, we could incorporate this knowledge into the
training procedure.

This idea is aligned with BFL which relies on meaningful
prior p(0). We denote the dataset on node n during day d as

Di = {(x¢;, vt Z)} ‘ . Considering the day d and node n,
the model parameters are updated as follows:
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where the gradient is computed as
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After a sufficient number of samples from is collected,
we can reuse this information further. Given the dataset for
the following day, the previous posterior estimate may be
inaccurate for this dataset. If no significant changes in the
system happened between d and d — 1, the information from
collected posterior for d — 1 may still be relevant for d. We
propose to use the posterior p(@|D4~1), as defined in ,
to compute the required statistic for the prior distribution of
the following day. For instance, assuming the prior follows
Gaussian distribution, we define the prior as

p(0%) ~ N (u(0?71),2(071)), (6)

where 1(0%) and 3(0¢) are the mean and covariance matrix
computed based on the samples collected during day d.

IV. CONTINUAL LEARNING USE CASE: HUMAN SENSING

In the proposed FL setup, we use a network of sensors with
a Time-Division Multiple-Input-Multiple-Output (TD-MIMO)
Frequency Modulated Continuous Wave (FMCW) radars op-
erating in the 77-81 GHz band. The data contain raw range-
azimuth measurements from mmWave MIMO radars deployed
in a Human-Robot (HR) shared workspace environment, en-
abling real-time tracking of human operators. To ensure safety,
the system continuously updates model parameters to adapt
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Fig. 2: Continual learning example. Black crosses represent
the Regions of Interest (ROIs) for the current day, while the
gray ones represent the targets for the past day to highlight
the misalignment between days.

to changes in the workspace (i.e., minor modifications in the
operating environment or workflow, as well as any shifts in the
robot’s and operators’ relative positions), as shown in Fig. [2]
ensuring both safety and reliability. Each radar has an antenna
array consisting of three transmitters (TX) and four receivers
(RX), providing an azimuth Field of View (FOV) spanning
4+60°, an angular resolution of 25°, and a range resolution
of 4.2 cm across a 3.9 GHz bandwidth with a 36 s sweep
time. It monitors the distance (/) (i.e., range) and Direction
of Arrival (DOA) («) (i.e., azimuth) of individuals relative to
robotic manipulators within a workspace [22]]. Radars process
the signals from reflections caused by moving objects via Fast
Fourier Transform (FFT) to generate range-azimuth maps (x;)
of size 256 x 63. The model classifies human presence within
R = 10 predefined Regions of Interest (ROIs), representing
different HR interaction scenarios. Specifically, ROI y; = 0
corresponds to a human worker maintaining a safe distance
(> 2 m), while y; > 0 indicates closer proximity to the
robotic system, with varying HR distances and DOA values. To
optimize model training without data transfer, a FL. approach
is employed, which enables distributed model training while
maintaining data privacy. We resort to a Bayesian version of
FL to estimate the posterior distribution of the model parame-
ters, which helps estimate how confident the acquired model is
in its predictions for uncertainty quantification, which is vital
to ensure human safety [23|]. The proposed continual BFL
setup was evaluated using a simulated environment, where
virtual radar devices process assigned range-azimuth data and
ROI [24] and exchange the updates, as described in Section
III. We adopt a LeNet architecture [25] with approximately 1.4
million parameters. The model is subject to adaptation to ac-
commodate dynamic changes in the operational environment.
The initial model tralnlng occurs on the day d = 1, with a
dataset D! = {(x}, ] )}l || with a pre-defined prior p(8'),
while for the following days d > 1 the model is trained on
the new data with prior according to (6).

V. ACCURACY VS. CONFIDENCE RESULTS AND ANALYSIS

We evaluate the proposed approach to continual BFL over
a network of N = 10 nodes. For each day d the number

of samples on each node is set to 50 randomly distributed
range-azimuth maps from the set of samples D¢ to form DZ.
At each iteration, all the nodes transmit the newly updated
parameters to the PS where the aggregation is performed as
the weighted average over the nodes. For all of the cases below,
we perform the training for 7" = 100 iteration with T3 = 50.
Each node performs the SGD training with the learning rate
n = 10~*. The prior of our approach for d = 1 is set to
p(0") ~ N(0 N,,In, ), while for the following days the prior
is set to p(09) ~ N (91, 241) by computing the mean and
standard deviation o for each parameter pu? = [u¢, ..., ;L‘]i\,p],
4 = diag([(c?)?,. (aj'(, )2]) from the samples of the
posterior for d — 1. The results are presented in Fig. [3]

We evaluate our approach in terms of validation accuracy,
convergence speed, and reliability. For convergence speed, we
select a specific accuracy threshold and analyze the number
of iterations required to reach the set values. The performance
metric chosen for assessing the reliability is the widely adopted
Expected Calibration Error (ECE) [26]. This metric quantifies
the mismatch between the accuracy and the confidence of the
model. First the confidence range [0, 1] is split into J non-
overlapping bins such that D = {83;} 3-]:1. For each bin B; we
compute the accuracy and the confidence respectively:

ace(B Z = 1), @)
ZEB
conf(B;) Z Dis ®)
‘B | i€EB;

where | B;,,| is the number of samples j-th confidence bin, g; is
the predicted label, y; is the true label, and p; is the confidence
score associated with the prediction. We define the ECE as
the weighted average of the absolute differences between the
accuracy and the confidence for each bin, namely:

ECE = Z||D lacc(B;) — conf(B;)| . )

A lower ECE value indicates better model calibration,
meaning the predicted confidence aligns more closely with
the actual accuracy.

In what follows, we compare three different setups:

o Transfer Learning (TL). Corresponds to a case when
the BFL model is trained on D!, and applied to all the
subsequent days without further update (from day d = 1
to d = 3);

o Model Retraining (Retr.). In this case we train a new
model from scratch for each day’s data D? with p(6%) ~
N(0 N, L Np) and evaluate it on the respected day’s data;

o Posterior-aided Continual Learning (P-CL). As de-
scribed in Sect. [I1I, we retrain the model in the days d > 1
by replacing the prior with the past posterior obtained
according to (6) using the sample mean and covariance
matrix obtained from posterior samples of d — 1.

We highlight the need for continuous training by providing

the performance of 7L for all the days, as shown in the upper
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Fig. 3: Confidence histograms (top) and reliability diagrams (bottom) for the Transfer Learning (left), Model Retraining (middle)
and Posterior-aided Continual Learning (right). The blue color represents the model outputs (confidence), whereas the red
color represents the calibration gap, which is the difference between accuracy and confidence for a given bin.

part of Table [Il First, we compared the approaches in terms
of accuracy and reliability, as shown in Fig. 2} 7L serves as a
starting point providing the lowest accuracy over the days.
Retr. case manages to compensate for the accuracy, yet it
introduces a larger ECE compared to the first approach, as
also seen from the gap between the accuracy and average
confidence on the confidence histogram. The proposed P-
CL approach manages to achieve similar performance to the
Retr., yet with increased reliability by having a lower ECE.
Second, we contrast the Retr. and P-CL approaches in terms of
convergence speed, namely the required number of iterations
to achieve a target accuracy level of 85% per day, as shown
in the bottom part of Table [ The threshold was set based
on the based on the accuracies from Fig. 3] The results
indicate the benefit of leveraging the previous posterior for
the optimization process by reducing the number of iterations
needed and the communication overhead by almost 40% for
day 2, 34% for day 3 and 50% for the whole simulation,
with respect to the Retr. case. It is important to highlight, that
the number of iterations for the first day is identical for the
approaches as the prior is identical for both cases.

VI. CONCLUSIONS

This paper discussed a variation of Bayesian Federated
Learning (BFL) based on gradient-based Markov Chain Monte
Carlo (MCMC) applied to a continual learning problem. We
considered an industrial setup where a human operator is
localized inside a robotized workplace and within predefined
Regions of Interest (ROIs). In this setup, the data distribu-

Day 1 | Day2 [ Day3
Setup Acc., %
TL 955 ] 79.9 [ 72.7
Num. Iter. (Acc.=85%)
Retr. 21 36 47
P-CL 21 14 (-40%) 16 (-34%)

TABLE I: The accuracy of the model for each day using
Transfer Learning and the number of iterations per day to
achieve the set accuracy.

tion obtained from radar sensors shifts over time, leading
to a misalignment between daily observations. We treated
the problem in a continual learning fashion, incorporating
the posterior from previous training iterations to assist the
learning process. We compared our approach against a transfer
learning baseline using data from the first day and a full daily
model retraining with a standard Gaussian prior. Performance
was evaluated in terms of accuracy, convergence speed, and
reliability (Expected Calibration Error). Results indicate that
using the previous posterior as prior for continual learning not
only improves the final performance and convergence speed
but also enhances the model’s reliability. This demonstrates the
potential of Bayesian Federated Learning for continual adap-
tation, while maintaining calibration in non-abrupt dynamic
environments, which is the main assimption of this work.
Future work will involve the exploration of more expressive
priors, such as hierarchical Bayesian models or nonparamet-
ric approaches (e.g., Gaussian Processes) to further improve
adaptability, and analysis of privacy constraints while retaining



the benefits of Bayesian inference. Alternatively, exploration
of privacy-preserving techniques in combination with our
approach, such as differential privacy or homomorphic encryp-
tion, will be investigated for real-world deployments.
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