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Abstract—Recently, semantic communication (SemCom) has
shown its great superiorities in resource savings and information
exchanges. However, while its unique background knowledge
guarantees accurate semantic reasoning and recovery, semantic
information security-related concerns are introduced at the
same time. Since the potential eavesdroppers may have the
same background knowledge to accurately decrypt the private
semantic information transmitted between legal SemCom users,
this makes the knowledge management in SemCom networks
rather challenging in joint consideration with the power control.
To this end, this paper focuses on jointly addressing three core
issues of power allocation, knowledge base caching (KBC), and
device-to-device (D2D) user pairing (DUP) in secure SemCom
networks. We first develop a novel performance metric, namely
semantic secrecy throughput (SST), to quantify the information
security level that can be achieved at each pair of D2D SemCom
users. Next, an SST maximization problem is formulated subject
to secure SemCom-related delay and reliability constraints. After-
ward, we propose a security-aware resource management solution
using the Lagrange primal-dual method and a two-stage method.
Simulation results demonstrate our proposed solution nearly
doubles the SST performance and realizes less than half of the
queuing delay performance compared to different benchmarks.

Index Terms—D2D semantic communication, semantic secrecy
throughput, power control, knowledge base caching, user pairing.

I. INTRODUCTION

SEMANTIC communication (SemCom) has been recog-
nized as a transformative paradigm that can greatly en-

hance information exchange efficiency and robustness by shift-
ing the delivery focus from bits to semantics [1]. By employing
advanced deep learning (DL) algorithms, a semantic encoder
is deployed at the transmitter of the SemCom system to
extract core semantic features and filter out extraneous content
from the source information, thus reducing the number of
bits required. Correspondingly, the receiver embeds a semantic
decoder, which is jointly trained with the semantic encoder, to
precisely recover the meaning from the received bits, even in
the presence of bit errors caused by signal distortions under
harsh channel conditions [2]. Most importantly, the semantic
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encoder and decoder should have the equivalent background
knowledge for semantic reasoning and interpretation, and
the higher the knowledge matches, the more accurate the
semantics can be recovered.

The most common manner now to achieve SemCom is
device-to-device (D2D) transmission [3], in which the delivery
of semantic information is further improved, especially in
scenarios with limited bandwidth, network congestion, or
device arithmetic constraints [4]–[6]. Although D2D SemCom
has great potential in improving communication efficiency
and task execution, it is also facing new security and privacy
challenges in coordination with the requirement of background
knowledge matching among multiple SemCom users. In recent
studies, a key concept of knowledge base (KB) is introduced
in SemCom, which is deemed a small entity containing a
specific domain of knowledge that can be cached in advance
in local devices or shared during communication [7]. To be
more concrete, the base station (BS) is a central knowledge
scheduler responsible for distributing KBs to its serving users.
However, eavesdroppers equipped with advanced coding mod-
els and the same KBs may exist in the cellular area, aiming
to eavesdrop private information from D2D SemCom links.
Especially if there exist some eavesdroppers adjacent to a
D2D SemCom pair, the KBs shared between the two D2D
users may be eavesdropped by malicious users and then the
transmitted semantics can also be recovered by others, which
may cause severe communication security issues. In this case,
traditional information security performance metrics, e.g., se-
crecy bit throughput or secrecy outage probability [8], are no
longer applicable to such a case, since these eavesdroppers
concentrate more upon stealing semantic information rather
than bit information. Accordingly, there is a pressing demand
to explore the protection of semantic information for D2D
SemCom underlying cellular networks.

In parallel, it is worth pointing out that different resource
management solutions, particularly in knowledge and power
allocation, can affect the overall semantic secrecy performance
of D2D SemCom networks to a certain degree. For instance, in
a scenario with multiple SemCom users (SUs) and eavesdrop-
pers, if each SU is assigned with the suitable KBs matching
its paired SU, the semantic information throughput that can be
conveyed by the corresponding D2D link is obviously greater
than that can be eavesdropped. This is due to the unique
knowledge equivalence mechanism in SemCom, where the
more the background knowledge of the transceiver matches,
the more the semantic recovery rate can be accurate, i.e., more
semantic information can be precisely obtained by the receiver.
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Apart from this, the power control at each SU is paramount
of importance, which has been a classical communication
security challenge in cellular networks. Generally, given the
fixed relative position of two SUs and one eavesdropper,
if the distance between two paired SUs is closer than that
between the transmitter SU and eavesdropper, the higher the
transmit power, the more the bit secrecy throughput, and vice
versa. Hence, both the power and KB management can lead
to different semantic information secrecy performance of the
SemCom network, which becomes rather critical and tricky,
especially when jointly considering their optimality.

In fact, there has been some noteworthy related works
paving the way for the development of SemCom. Benefit
from advanced DL algorithms, the authors in [9] developed
efficient deep multiple access in D2D scenarios to improve
the performance of image transmission. [10] developed a
generative AI-integrated end-to-end SemCom framework in a
cloud-edge-mobile design for multimodal AIGC provisioning.
In addition, a series of studies related to secure SemCom
have also emerged. In [11], the authors proposed a privacy-
preserving SemCom framework that leverages knowledge to
protect sensitive information. Meanwhile, in [4], the authors
pointed out the risk of eavesdropping on knowledge and
identify resource allocation schemes in KBs as a viable future
research direction. Some other works [8], [12], [13] also
surveyed and discussed semantic information security in a
comprehensive way, in particular comparing it to classical
physical layer security. For the unique requirements of knowl-
edge pairing in D2D SemCom, [14] proposed a reliable and
low-latency knowledge matching method to solve the problem
of semantic service provisioning among multiple vehicle-to-
vehicle SemCom users. Besides, [15] developed a long-term
robust resource allocation strategy to satisfy the trade-off
between user satisfaction, queue stability and communication
latency for D2D SemCom.

Nevertheless, to the best of our knowledge, none of these pa-
pers technically investigate the semantic information security-
aware resource management problem for D2D SemCom. In
this work, our main task is to seek optimal resource allo-
cation in secure SemCom network (SSCN) to reach the best
overall semantic network performance. Especially considering
the unique knowledge matching demands between multiple
SUs and the existence of eavesdroppers, devising the best
resource management solution becomes quite indispensable,
which can yield many benefits, such as further improving
bandwidth utilization, and ensuring secure, efficient, and high-
quality SemCom service provisioning. In view of these unique
requirements, there exist three fundamental networking chal-
lenges as follows.

• Challenge 1: How to find an appropriate metric to
measure semantic network performance related to secure
SemCom? The longer it takes to allocate knowledge, the
more susceptible transmitted information is to eavesdrop-
ping. Considering this, scheduling the delay a semantic
packet spends in the queue buffer of each D2D SemCom
link is of paramount importance. Moreover, traditional
system metrics, e.g., bit throughput, is no longer applica-
ble to measure the SSCN. Especially taking into account

the presence of eavesdroppers and semantic information
importance in SemCom, how to define appropriate secure
SemCom-related metrics should be the first challenge.

• Challenge 2: How to accurately assign KBs to multiple
SemCom users with different knowledge preferences?
In SemCom, the KB is the key to perform semantic
inference and recovery. Considering that each SemCom
user has its own knowledge preference and KB storage
capacity, it is quite tricky for each user to realize the best
caching policy for size-varying KBs. In particular, po-
tential eavesdroppers pose continuous threats to semantic
transmission. If being aware the knowledge distribution at
eavesdroppers, how to achieve a secure knowledge base
caching (KBC) model should be the second difficulty.

• Challenge 3: How to determine the best D2D SemCom
pairing strategy among all uses to maximize knowledge
protection against eavesdropping? Note that high se-
mantic fidelity can be guaranteed based on equivalent
knowledge matching conditions between two SemCom
users. In line with different KBC situations, varying
channel conditions, and the potential eavesdropping, it
poses the third challenge to find the best D2D user pairing
(DUP) for all SemCom users in order to realize the
optimal semantic secrecy information delivery.

To address the above gaps that have never been jointly
investigated in the current literature, in this paper, we jointly
optimize KBC, DUP, and power allocation in the SSCN
with the consideration of unique SemCom characteristics and
semantic information security. Both theoretical analysis and
numerical results validate the performance superiority of our
proposed solution in terms of semantic secrecy throughput,
queuing delay, and semantic knowledge satisfaction. In a nut-
shell, our main contributions are summarized in the following:

• We first identify two core resource management prob-
lems of KBC and DUP and construct their mathematical
models. Specially, considering the potential eavesdrop-
ping center and its knowledge distribution conditions, we
develop a novel metric, namely semantic secrecy through-
put (SST), to measure the overall semantic information
security for all SemCom users.

• By taking into account personal preference for different
knowledge bases, we derive the average queuing latency
and define the average semantic knowledge satisfaction
for each potential D2D SemCom link in a mathematical
manner. In this way, a joint SST-maximization problem
is then formulated for power allocation, KBC, and DUP
subject to several practical constraints.

• We propose an optimal security-aware resource manage-
ment solution with polynomial-time complexity. Specifi-
cally, a Lagrange primal-dual method is first utilized to
obtain the dual problem, which is able to be decomposed
to multiple subproblems. Without loss of optimality,
in each iteration, we leverage a two-stage method to
separately solve these subproblems, where the first stage
is to determine the KBC and power allocation strategies
and the second stage is to finalize the DUP policy.

The remainder of this paper is organized as follows. Section
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Fig. 1. The SSCN with KBC, DUP, and PC.

II first introduces the system model of SSCN and formulates
a joint security-aware resource optimization problem. Then,
we present our proposed solution and complexity analysis in
Section III. Numerical results are demonstrated and discussed
in Section IV, followed by the conclusions in Section V.

II. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, the considered SSCN scenario is first
elaborated along with the knowledge caching model, secrecy
queuing model, and semantic secrecy throughput model. Then,
the corresponding optimization problem is formulated.

A. SSCN Scenario

Consider a single-cell SSCN scenario as shown in Fig. 1, a
total of M SUs are distributed within the coverage of one BS,
and each SU i ∈M = {1, 2, · · · ,M} is capable of providing
D2D SemCom services to others. Without loss of generality,
each SU is stipulated to be paired with only one (another)
SU at a time for D2D SemCom. Herein, let βi,j ∈ {0, 1}
denote the binary DUP indicator for a potential SU i-SU
j (j ∈ M, j ̸= i) pair, where βi,j = 1 means SU i is
paired with SU j for D2D SemCom, otherwise βi,j = 1.
Besides, each D2D SemCom link has been pre-allocated
an orthogonal subchannel with equal channel bandwidth W ,
and each SU i has a maximum allowable transmit power
Pmax for SemCom. Meanwhile, assume that there exists an
eavesdropping center with a fixed spatial location, constantly
attempting to eavesdrop on the conveyed semantic information
from all D2D SemCom links and using the same subchannel
and bandwidth resources as the correspondingly target links.
Having these, let GD

i,j denote the channel power gain of
the D2D link between the transmitter SU i and the receiver
SU j, and let GE

i denote the channel power gain of the
eavesdropping link between the transmitter SU i and the
eavesdropping center. Further denoting the transmit power of
SU i as Pi, the signal-to-noise ratio (SNR) experienced by the

D2D link is γDi,j = PiG
D
i,j/ζ

2, where ζ2 is the noise power.
Likewise, the SNR of the eavesdropping link regarding SU i
is γEi = PiG

E
i /ζ

2. Hence, the bit rates at the D2D link and
the eavesdropping link should be rDi,j =W log2

(
1 + γDi,j

)
and

rEi =W log2
(
1 + γEi

)
, respectively.

Note that we allow SU i to provide D2D SemCom services
to SU j only if the SNR γi,j is above a specified threshold
γ0, hence the set of eligible communication neighbors of SU
i is defined as Mi = {j | j ∈ M, j ̸= i, γi,j ⩾ γ0}.
Moreover, let the BS act as a semantic service controller
to efficient schedule and coordinate the whole secure D2D
SemCom process based on the request and state information
received from all participating SUs within its coverage.

B. Knowledge Base Caching Model
The acquisition of necessary background knowledge is

known to be inevitable for accurate semantic inference and
interpretation in SemCom. Note that each KB contains the
background knowledge of only one particular application
domain (e.g., music or sports), and thus different KBs are
associated with different background knowledge, and hold-
ing some common KBs becomes the necessary condition to
perform SemCom between two D2D SUs in accordance with
the knowledge equivalence principle.1 Especially considering
the existence of the eavesdropping center, different knowledge
base caching (KBC) schemes can significantly affect the over-
lapping degree of background knowledge between different
nodes, since the transmitted semantic information can only
be decoded under the equivalent background knowledge. In
this work, suppose that there is a KB library K with a total
of K differing KBs in the considered SSCN, and each KB
k ∈ K = {1, 2, . . . ,K} is corresponding to a specific type
of SemCom service. On this basis, all SUs should proactively
download and cache their respective interested KBs from the
BS to achieve D2D SemCom based on the desired semantic
services. Note that each requires a unique storage size sk, and
each SU i ∈ M has a finite capacity Ci for its local KB
storage. In this way, we define a binary KBC indicator as

αk
i =

{
1, if KB k is cached on SU i;
0, otherwise.

(1)

It is worth mentioning that the same KB cannot be cached re-
peatedly at one SU for reducing redundancy and for promoting
the storage efficiency.

Besides, it is noticed that different SUs may have different
personal preferences for these KBs, thus resulting in the diver-
sity of KB popularity. Naturally, the more popular the KBs,
the higher the KBC probabilities. Herein, we assume that the
KB popularity at each SU follows the Zipf distribution [17],
[18].2 Hence, the probability of SU i requesting its desired KB
k-based SemCom services (generating the corresponding se-
mantic data packets) is pki =

(
rki
)−ξi

/
∑

e∈K e
−ξi ,∀(i, k) ∈

1The structure of a KB can roughly cover multiple computational on-
tologies, facts, rules and constraints associated to a specific domain [16]. In
recent deep learning-driven semantic coding models, the KB is also treated
as a training database serving a certain class of learning tasks [2].

2Note that other known probability distributions can also be adopted for
KB popularity without changing the remaining modeling and solution.
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M × K, where ξi (ξi ⩾ 0) is the skewness of the Zipf
distribution, and rki is the popularity rank of KB k at SU
i.3 Based on pki , we specially define a KBC-related metric
ηi, namely semantic knowledge satisfaction, to measure the
satisfaction degree of SU i caching its interested KBs, given
as ηi =

∑
k∈K α

k
i p

k
i . It is further noticed that ηi ⩾ η0, where

η0 is the unified minimum threshold that needs to be achieved
at each SU.

As for the eavesdropping center, let us assume it has its own
KB preference for illegal eavesdropping and decoding of their
interested semantic information from these D2D SemCom
links. Without loss of the generality, let rkE and ξE (ξE ⩾ 0)
denote the popularity rank of KB k at the eavesdropping center
and the skewness of its Zipf distribution, respectively. As such,
the probability of KB k being held by the eavesdropping center
can be expressed by pkE =

(
rkE
)−ξE

/
∑

e∈K e
−ξE ,∀k ∈ K.

In other words, if denoting αk
E as the KBC indicator of the

eavesdropping center, where αk
E = 1 indicates that KB k is

cached and αk
E = 0 otherwise, we have Pr

{
αk
E = 1

}
= pkE

and Pr
{
αk
E = 0

}
= 1− pkE .

C. Secrecy Delay Model

In secure communications, the longer the delay incurred
in the communication process, the more likely it is that the
transmitted information will be eavesdropped on [21]. Being
aware of this, the knowledge matching based semantic packet
queuing delay is jointly considered as a long-term metric
in this work, which is to characterize the average sojourn
time of semantic data packets in the receiver SU’s queue
buffer (following the first-come first-serve rule). This is mainly
considered from the large-timescale perspective, as we only
focus on the queuing latency under the steady-state of the
semantic packet queuing system. Note that each semantic
data packet is associated with a specific service type, i.e.,
a certain KB, while we assume that semantic data packets
generated based on different KBs can co-exist in the queue and
have independent average arrival rate and interpretation time.
Besides, not all semantic data packets arriving at the receiver
SU are always allowed to enter its queue, as some of them
may mismatch the KBs currently held, rendering these packets
uninterpretable [14]. As for these mismatched packets, we can
choose the traditional bit transmission, where the additional
delay introduced can be easily covered by applying SemCom
due to the considerably saved bits and communication delay.

To preserve generality, we first suppose a Poisson data
arrival process with average rate λki,j = λDi,jp

k
i for the D2D

SemCom link between transmitter SU i and receiver SU j
to account for semantic packet generation based on KB k,
where λDi,j is the total arrival rate of all semantic packets from
transmitter SU i to receiver SU j. Herein, if assuming that
each semantic packet has an average size of L bits, given its
achievable bit rate rDi,j with variable Pi, we can approximately
calculate λDi,j by λDi,j = rDi,j/L. Combined with the KBC
situation at SU i and SU j, the effective arrival rate of semantic

3The KB popularity ranking of each SU can be analyzed and estimated
based on its historical messaging records [14], [19], [20], which will not be
discussed in this paper.

packets (i.e., semantic packets based on matched KB between
them) in the queue is given as λeffi,j =

∑
k∈K α

k
i α

k
jλ

k
i,j .

In parallel, let a random variable Ikj denote the Markovian
interpretation time [22] required by KB k-based packets at
SU j with mean 1/µk

j , which is determined by the computing
capability of the SU and the type of the desired KB. However,
since multiple packets based on different KBs are allowed
to queue at the same time, it is seen that the interpretation
time distribution for a receiver SU should be treated as a
general distribution [23]. If further taking into account the KB
popularity, we can calculate the ratio of the amount of KB k-
based packets to the total packets in the SU i-SU j pair’s
queue by ϵki,j = pki /

∑
f∈K α

f
i α

f
j p

f
i . With the independence

among packets based on different KBs, the interpretation time
required by each packet in the queue is now expressed as
Wi,j =

∑
k∈K α

k
i α

k
j ϵ

k
i,jI

k
j .

Since the Markovian arrival process leads to the correlated
packet arrivals while the service pattern of packets obeys a
general distribution, the queue of each D2D pair in the SSCN
can be modeled as an M/G/1 system, which has been widely
used to model data traffic in wireless networks. According to
the Pollaczek-Khintchine formula [24], the average queuing
latency for the SU i-SU j pair, denoted as δi,j , is determined
as follows4

δi,j =
λeffi,j ·

(
E2 [Wi,j ] +Var (Wi,j)

)
2
(
1− λeffi,j · E [Wi,j ]

) . (2)

To calculate the close form of δi,j , again leveraging the
independence of Ikj over k, we can obtain the expectation
of the interpretation time for all semantic data packets by

E [Wi,j ] =
∑
k∈K

αk
i α

k
j ϵ

k
i,jE

[
Ikj
]
=
∑
k∈K

αk
i α

k
j ϵ

k
i,j

µk
j

, (3)

and the variance of Wi,j can be calculated by

Var (Wi,j) =
∑
k∈K

αk
i α

k
j

(
ϵki,j
)2

Var
[
Ikj
]

=
∑
k∈K

αk
i α

k
j

(
ϵki,j
µk
j

)2

.

(4)

By substituting (3) and (4) into (2), δi,j can be rewritten in (5),
as shown at the bottom of the next page. Due to the security
consideration, let δ0 denote a unified secrecy latency threshold
that should be satisfied at all associated D2D SemCom links.

D. Semantic Secrecy Throughput Measurement

Lately, a concept of semantic triplet is dedicatedly intro-
duced in the realm of SemCom to represent the interpretable
relationship between two specific semantic entities implied
in source information [25]–[27], and its typical expression
is (Entity-A, Relationship, Entity-B), as depicted in the ex-
emplification of Fig. 1. In the context of the above secrecy

4In order to guarantee the steady-state of the queuing system, a condition
of λeff

i,jE [Wi,j ] < 1 must be satisfied before proceeding [23]. In this work,
we assume that the packet interpretation rate is larger than the packet arrival
rate to make the queuing latency finite and thus solvable.
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queuing latency model, we assume that each semantic data
packet contains exactly one semantic triple, which is corre-
sponding to a certain KB. To be more specific, all source
information of transmitters in SemCom is first encoded in
the minimum unit of semantic triplets by semantic encoding
models.5 Afterward, each semantic triplet is encoded by each
SU’s channel encoder and then encapsulated into an L bits-
size semantic data packet for wireless transmission [27]. As
such, we clearly have the total number of semantic triplets
transmitted from transmitter SU i to receiver SU j per second
given by λDi,j , as aforementioned, and likewise, obtain that for
the eavesdropping link as λEi = rEi /L.

Since each KB has its popularity rank at each SU as identi-
fied in the KBC model, it means that each semantic triplet
also has the same preference level. Naturally, transmitting
the higher-ranked semantic triplets contributes more valuable
semantic information for each SemCom receiver. Inspired
by this, we employ a performance metric called semantic
value proposed in [27] to measure the semantic information
importance of semantic triplets with different rankings at each
SU. Proceeding as in [27], the calculation of semantic value
for each KB k-based semantic triplet relies on SU i’s Zipf
distribution, which is exactly the numerator of pki , given by(
rki
)−ξi . Note that the semantic value above is measured

according to the transmitter’s KB preference only, which is
reasonable as the primary purpose of SemCom is generally
determined by the sender, rather than the receiver. With these
and further combining the effective semantic packet arrival of
KB k from SU i to SU j given in λeffi,j , i.e., αk

i α
k
jλ

k
i,j , we

can obtain the effective semantic value transmitted via the SU
i-SU j D2D pair per second as

V D
i,j =

∑
k∈K

αk
i α

k
jλ

k
i,j

(
rki
)−ξi

=
rDi,j
L

∑
k∈K

αk
i α

k
j p

k
i

(
rki
)−ξi

.

(6)
Similarly, based on the semantic triplet transmission rate λEi
and the KBC situation αk

E pertinent to the eavesdropping
center, the average number of KB k-based semantic triplets
that can be eavesdropped per second should be

V E
i =

∑
k∈K

λEi α
k
i p

k
i Pr

{
αk
E = 1

} (
rki
)−ξi

=
rEi
L

∑
k∈K

αk
i p

k
i p

k
E

(
rki
)−ξi

.
(7)

5This assumption is justified since core semantic information can be
extracted by state-of-the-art DL models from multimedia services (e.g.,
text [28], image [29], and video [30]) to draw the semantic knowledge graph,
which can be decomposed into multiple semantic triplets. In other words, it
is reasonable that source information in any format can be conveyed in units
of semantic triplets for SemCom service provisioning.

Therefore, drawing on the classical metric of secrecy through-
put in traditional secure communications [8], [31], [32], we
define here a new metric, namely semantic secrecy throughput
(SST), by subtracting V E

i in (7) from V D
i,j in (6) as

V S
i,j =

[
V D
i,j − V E

i

]+
=

1

L

[∑
k∈K

αk
i

(
rki
)−ξi (

rDi,jα
k
j p

k
i − rEi pki pkE

)]+
,

(8)

where the operator [·]+ is to output the maximum value
between its argument and zero. To provide an intuitive expla-
nation, V S

i,j is the secure semantic value transmission rate at
which the legitimate SU i-SU j pair is able to communicate
safely without enough valuable semantic information being
stolen by the eavesdropping center. If V D

i,j > V E
i , the D2D

SemCom users can transmit semantic information to each
other with a secure rate of (V D

i,j − V E
i ). Otherwise, any

transmitted semantics at the SU i-SU j pair will be stolen by
the eavesdroppers. If taking into account all DUP possibilities,
the overall SST of SSCN should be the sum of βi,jV

S
i,j

corresponding to all potential SU i-SU j cases, that is,

SST =
∑
i∈M

∑
j∈Mi

βi,jV
S
i,j

=
∑
i∈M

∑
j∈Mi

βi,j
L

[∑
k∈K

αk
i

(
rki
)−ξi (

rDi,jα
k
j p

k
i − rEi pki pkE

)]+
.

(9)

E. Problem Formulation

For ease of illustration, we first define three variable sets
α =

{
αk
i | i ∈M, k ∈ K

}
, β = {βi,j | i ∈M, j ∈Mi},

and P = {Pi | i ∈M} that consist of all possible indicators
pertinent to KBC, DUP, and PC, respectively. Without loss of
generality, the objective of our optimization is to maximize
SST in (9) by jointly optimizing (α,β,P ), while subject
to SemCom-relevant latency and performance requirements
alongside several practical system constraints. The problem

δi,j =

[(∑
k∈K α

k
i α

k
j

pk
i /µ

k
j∑

f∈K αf
i α

f
j p

f
i

)2

+
∑

k∈K α
k
i α

k
j

(
pk
i /µ

k
j∑

f∈K αf
i α

f
j p

f
i

)2
]
·
(∑

k∈K α
k
i α

k
jλ

k
i,j

)
2

[
1−

(∑
k∈K α

k
i α

k
jλ

k
i,j

)
·
(∑

k∈K α
k
i α

k
j

pk
i /µ

k
j∑

f∈K αf
i α

f
j p

f
i

)] . (5)
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is specifically formulated as follows:

P0 : max
α,β,P

∑
i∈M

∑
j∈Mi

βi,jV
S
i,j (10)

s.t.
∑
k∈K

αk
i · sk ⩽ Ci, ∀i ∈M, (10a)

ηi ⩾ η0, ∀i ∈M, (10b)∑
j∈Mi

βi,j = 1, ∀i ∈M, (10c)

βi,j = βj,i, ∀ (i, j) ∈M×Mi, (10d)∑
j∈Mi

βi,jδi,j ⩽ δ0, ∀i ∈M, (10e)∑
j∈Mi

βi,jV
S
i,j ⩾ V0, ∀i ∈M, (10f)

αk
i ∈ {0, 1}, ∀ (i, k) ∈M×K, (10g)
βi,j ∈ {0, 1}, ∀ (i, j) ∈M×Mi (10h)
0 ⩽ Pi ⩽ Pmax, ∀i ∈M. (10i)

Constraints (10a) guarantees that the total size of KBs cached
at each SU cannot exceed its maximum storage capacity,
while constraint (10b) represents the aforementioned semantic
knowledge satisfaction requirement. Then, constraints (10c)
and (10d) jointly model the single-D2D pairing limitation of
SUs. Next, constraint (10e) indicates the maximum secrecy
queuing latency threshold, while constraint (10f) is the mini-
mum SST requirement at each D2D SemCom link indicating
the reliability level of the system. Moreover, constraints (10g)
and (10h) characterize the binary properties of α and β.
Finally, constraint (10i) determines the transmit power range
for all SUs.

Carefully examining P0, it can be observed that the opti-
mization is quite challenging to be solved straightforwardly
due to several intractable mathematical obstacles. First of
all, P0 is an NP-hard optimization problem as demonstrated
below. Consider a special case of P0 where all β- and P -
related constraints have been satisfied. In this case, constraints
(10c)-(10d) and (10h)-(10i) can all be removed, and the
primal problem degenerates into a variant 0-1 multi-knapsack
problem that is known to be NP-hard [33], thereby P0 is also
NP-hard. Besides, P0 involves both continuous and discrete
variables, and its objective function (10) is quite complicated
alongside constraints (10e) and (10f), which prevents us from
using the conventional two-step solution (i.e., relaxation and
recovery) to approach optimality. In more detail, the prob-
lem after relaxing α and β should still be a nonconvex
optimization problem owing to the non-convexity preserved
in (10) and constraints (10e) and (10f). Therefore, a severe
performance penalty and a high computational complexity will
be incurred from the procedure of integer recovery due to
the huge performance compromise on solving the nonconvex
problem for relaxed variables [34]–[36]. In view of the above
mathematical challenges, we propose an efficient resource
allocation strategy in the next section to reach the optimality
of P0 and obtain the joint KBC, DUP, and PC solution.

III. PROPOSED SECURITY-AWARE RESOURCE
ALLOCATION FOR SSCN

In this section, we illustrate how to achieve the optimal
security-aware resource management in the SSCN. We first
employ the Lagrange dual method to transform the primal
problem P0 to its dual optimization problem. Then, given dual
variables in each iteration, the dual problem is decomposed
into multiple subproblems, which are solved by the proposed
two-stage method. Finally, the workflow of our solution and
its complexity analysis are provided.

A. Primal-Dual Problem Transformation

To make P0 tractable, we first incorporate constraints (10e)
and (10f) into the objective function (10) by associating two
Lagrange multipliers τ = {τi | i ∈ M} and ρ = {ρi |
i ∈ M}. As such, its Lagrange function is found by (11), as
shown at the bottom of the next page, in which L̃τ ,ρ (α,β,P )
is defined for expression brevity. Then, the Lagrange dual
problem of P0 becomes

D0 : min
τ ,ρ

D (τ ,ρ) = gα,β,P (τ ,ρ)+δ0
∑
i∈M

τi−V0
∑
i∈M

ρi

(12)
s.t. τi ⩾ 0, ρi ⩾ 0, ∀i ∈M, (12a)

where

gα,β,P (τ ,ρ) = sup
α,β

L̃τ ,ρ (α,β,P )

s.t. (10a)− (10d), (10g)− (10i).
(13)

Notably, the optimality of the convex problem D0 gives at
least the best upper bound of P0, even if P0 is nonconvex,
according to the duality property [37]. Hence, our focus now
naturally shifts to seeking the optimal solution to D0.

Given the initial dual variable τ and ρ, we can solve
problem (13) in the first place to find the optimal solution
of (α,β,P ), the details of which will be presented in the
subsequent subsections. After that, a subgradient method is
employed for updating τ and ρ to solve D0 in an iterative
fashion. Particularly, the partial derivatives with respect to
(w.r.t.) τ and ρ in D (τ ,ρ) are set as the subgradient direc-
tions, respectively. Suppose in a certain iteration, say iteration
t, each dual variable τi(t) (i ∈M) is updated by

τi(t+ 1) =

τi(t)− ν1(t) ·
δ0 − ∑

j∈Mi

βi,j(t)δi,j(t)

+

,

(14)
and each ρi(t) is updated by

ρi(t+ 1) =

ρi(t) + ν2(t) ·

V0 − ∑
j∈Mi

βi,j(t)V
S
i,j(t)

+

.

(15)
ν1(t) and ν2(t) are the stepsizes w.r.t. the update of τi(t) and
ρi(t) in iteration t, respectively. Generally, the convergence
of the subgradient descent method can be ensured with the
proper stepsize preset in practice [38].
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B. Dual Problem Decomposition for Optimality Guarantee
As discussed earlier, given τ and ρ in each iteration, the op-

timal (α,β,P ) need to be obtained by solving problem (13).
However, solving such a problem is still challenging due to
the inseparability of these variables L̃τ ,ρ (α,β,P ). To this
end, we propose a two-stage method to reach its optimality
with a low computational complexity.

In the first stage, we focus on multiple independent KB
caching subproblems, each corresponding to a potential D2D
SU pair in the SSCN. Specifically, the performances of an SU
i-SU j single pair (i.e., the sender SU i and the receiver SU j)
and an SU j-SU i pair (i.e., the sender SU j and the receiver
SU i) should be jointly considered, and for ease of distinction,
we refer to the two case as the same SU i, j pair, ∀ (i, j) ∈
M×Mi, j > i. In other words, for each KBC subproblem,
we have βi,j = βj,i = 1 in L̃τ ,ρ (α,β,P ) corresponding to a
given SU i, j pair, while all other SU pairs are not taken into
account. Therefore, different KBC subproblems can be tackled
independently, and in this way, let

ωi,j =
[
(1 + ρi)V

S
i,j − τiδi,j

]
+
[
(1 + ρj)V

S
j,i − τjδj,i

]
.
(16)

Clearly, we have ωi,j = ωj,i, thus only the case of j > i needs
to be considered for each potential SU i, j pair, and constraints
(10c), (10d), and (10h) are satisfied at the same time.

Clearly, we have U =
(∑

i∈M |Mi|
)
/2 subproblems in

total, each of which is denoted as P1i,j , ∀ (i, j) ∈ M ×
Mi, j > i, to seek the optimal KBC sub-policy only for an
individual SU i, j pair. Note that the optimal KBC solution
to problem (13) cannot be achieved by simply combining the
obtained sub-policies of these P1i,j , but these sub-policies
will be used to construct the subsequent DUP and power
allocation subproblems to finalize the joint optimal solution
of (α,β,P ) for (13). Given the dual variable τ and ρ in
each iteration, P1i,j becomes

P1i,j : max
{αk

i },{αk
j},Pi,Pj

ωi,j (17)

s.t.
∑
k∈K

αk
i · sk ⩽ Ci, (17a)∑

k∈K

αk
j · sk ⩽ Cj , (17b)

ηi ⩾ η0, ηj ⩾ η0, (17c)

αk
i ∈ {0, 1} , αk

j ∈ {0, 1} ,∀k ∈ K,
(17d)

0 ⩽ Pi ⩽ Pmax, 0 ⩽ Pj ⩽ Pmax.
(17e)

If we can obtain the optimal KBC and power allocation sub-
policies by solving P1i,j for SU i (denoted as α∗

i(j)
and P ∗

i(j)
)

and SU j (denoted as α∗
j(i)

and P ∗
j(i)

),6 corresponding to the
individual SU i, j pair. The following proposition explicitly
shows how P1i,j correlates to the problem (13).

Proposition 1. Let α∗ = [α∗
1,α

∗
2, · · · ,α∗

M ]
T be the optimal

KBC solution and P ∗ = [P ∗
1 , P

∗
2 , · · · , P ∗

M ]
T be the optimal

power allocation solution to the problem in (13) given dual
variables τ and ρ, where α∗

i and P ∗
i represent the optimal

KBC policy and power allocation policy of SU i, respectively.
Then we have ∀i ∈ M, ∃j ∈ Mi, such that α∗

i(j)
= α∗

i and
P ∗
i(j)

= P ∗
i .

Proof: Please see Appendix A.
Based on Proposition 1, it is seen that the optimal KBC and

power allocation policies of each SU can be obtained by solv-
ing a certain P1i,j . Moreover, due to the single-association re-
quirement of D2D SemCom pairing, the optimal DUP strategy
becomes the only key to finalize the optimal solution to (13).
Hence, we first construct the optimal coefficient matrix for β
in (13) to account for all DUP possibilities. By calculating the
optimal ωi,j (denoted as ω∗

i,j ,∀ (i, j) ∈ M ×Mi) in P1i,j ,
the optimal coefficient matrix is given by

Ω =


+∞ ω∗

1,2 ω∗
1,3 · · · ω∗

1,M

ω∗
2,1 +∞ ω∗

2,3 · · · ω∗
2,M

ω∗
3,1 ω∗

3,2 +∞ · · · ω∗
3,M

...
...

...
. . .

...
ω∗
M,1 ω∗

M,2 ω∗
M,3 · · · +∞

 . (18)

Ω is an M ×M symmetric matrix in which ω∗
i,j = ω∗

j,i, and
all elements on its main diagonal are set to +∞ to indicate
i ̸= j. In addition, some ω∗

i,js in Ω may have a value of +∞
when SU j is not the eligible neighbor of SU i, i.e., j /∈Mi.

On this basis, we will focus on finding the optimal DUP
strategy by constructing a related subproblem in the second
stage. With the objective L̃τ ,ρ (α,β,P ) and β-related con-
straints in (13), the DUP subproblem is constructed as

P2 : max
β

1

2

∑
i∈M

∑
j∈Mi

βi,jω
∗
i,j (19)

s.t. (10c), (10d), (10h). (19a)

Given any τ and ρ, the optimal DUP strategy β (denoted
as β∗ =

[
β1,j∗1 , β2,j∗2 , · · · , βM,j∗M

]T
) can be straightforwardly

6For auxiliary illustration, we use (·) in the subscript to specify the SU
pair attribute (relation) for each SU’s KBC and power allocation sub-policies
obtained from P1i,j .

L (α,β,P , τ ,ρ) =
∑
i∈M

∑
j∈Mi

βi,jV
S
i,j +

∑
i∈M

τi

δ0 − ∑
j∈Mi

βi,jδi,j

+
∑
i∈M

ρi

 ∑
j∈Mi

βi,jV
S
i,j − V0


=
∑
i∈M

∑
j∈Mi

βi,j
[
(1 + ρi)V

S
i,j − τiδi,j

]
+ δ0

∑
i∈M

τi − V0
∑
i∈M

ρi

≜ L̃τ ,ρ (α,β,P ) + δ0
∑
i∈M

τi − V0
∑
i∈M

ρi.

(11)
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finalized by solving P2, where βi,j∗i (∀i ∈M) means that SU
j∗i is the optimal D2D SemCom node for SU i, i.e., βi,j∗i = 1.
Then, we feed the obtained β∗ back to Ω to further determine
the optimal KBC and power allocation policies α∗ and P ∗ for
all SUs. In other words, for any i ∈M, we have α∗

i = α∗
i(j∗

i
)

and P ∗
i = P ∗

i(j∗
i
)
, which is established by giving the following

proposition.

Proposition 2. Given any dual variable τ and ρ,
(α∗,β∗,P ∗) is exactly the optimal solution to problem (13).

Proof: Please see Appendix B.
Based on Proposition 2, we have proved that the proposed

two-stage method is guaranteed to reach the optimality of
problem (13) in each iteration,. Most importantly, the opti-
mization to either P1i,j or P2 becomes quite tractable owing
to the significantly reduced number of variables. In the next
two subsections, we will elucidate our optimal solutions to
P1i,j and P2, respectively.

C. Near-Optimal KBC and Power Allocation for A D2D Pair

Carefully examining P1i,j , it is seen that the two binary
variables αi and αj are the main tricky points during the
solving process. Suppose that we fix αi and αj to any feasible
solutions in the first place, only constraint (17e) remains and
then we just need to concentrate upon its objective function
ωi,j w.r.t. variable Pi and Pj . Note that δi,j and δj,i in ωi,j are
monotonically increasing functions on Pi and Pj , respectively,
which fact is quite obvious by observing (5). Moreover, when
αi and αj are fixed to be known, V S

i,j can be rephrased to a
more precise form, that is

V S
i,j =

[
θDi,j log2

(
1 +

PiG
D
i,j

δ2

)
− θEi log2

(
1 +

PiG
E
i

δ2

)]+
,

(20)
where θDi,j and θEi are constant parameters obtained by substi-
tuting the fixed αi and αj into (6) and (7), respectively. From
(20), we can easily calculate V S

i,j’s first order derivative w.r.t.
Pi and obtain its monotonicity between 0 and Pmax. Likewise,
the monotonicity of Pj in V S

j,i can be easily determined at the
same time. As such, since V S

i,j and V S
j,i are convex functions

while δi,j δj,i are linear functions, their linear combination
ωi,j must also be convex given any ρ and τ . Therefore, if αi

and αj can be fixed first, we can directly apply efficient linear
programming toolboxes like CVXPY [39] to find the optimum
Pi and Pj for the best ωi,j . As such, we propose a heuristic
KBC search algorithm by drawing on tabu search [40] to
efficiently determine the near-optimal solution for each P1i,j .
In detail, the search process is illustrated as follows:

• Initial KBC Solution Generation: In the beginning, we
first determine a feasible solution of αi and αj (jointly
denoted as a 2K-dimensional vector αI

i,j =
[
αI

i ,α
I
j

]
) as

the search starting point, where αI
i and αI

j are two K-
dimensional vectors with all elements being 0 initialized
to represent the KBC sub-policies at SU i and SU j,
respectively. Considering constraint (17c), let K̂ and Ǩ
denote two variable sets to record ηi-relevant information,
where K̂ = K and Ǩ = ∅ are initialized. Having these,

we determine a certain KB k0 that leads to the highest
sum of KB preferences of SU i and SU j by

k0 = argmax
k∈K̂

(
pni + pnj

)
, (21)

such as
αk0
i = 1 and αk0

j = 1. (22)

Then, let K̂ = K̂\n0 and Ǩ = Ǩ ∪ {n0}, and repeat the
two procedures in (21) and (22) until both SUs meet con-
straint (17c). However, it should note that constraint (17a)
or (17b) may be violated during the above process. Once
that happens, the corresponding KBC indicator of the KB
with the maximum size in Ǩ, i.e.,

k1 = argmax
k∈Ǩ

sk, (23)

should be reset by

αk1
i = 0 and αk1

j = 0. (24)

As a result, we can finally generate an initial feasible
solution of αI

i,j to problem P1i,j . Meanwhile, as men-
tioned earlier, the optimal P I

i and P I
j corresponding to

αI
i,j can be obtained.

• Neighboring Space Exploration: Our search algorithm is
started from all solutions neighboring to the obtained
αI

i,j , and let H (·) denote the neighboring solution set
of its input solution. Next, we need to find the optimal
solution within H

(
αI

i,j

)
that can yield the minimum

value of ωi,j , and then replacing the previous solution
αI

i,j as well as P I
i and P I

j with the current solution, de-
noted by

(
αC

i,j , P
C
i , P

C
j

)
. By repeating the above search

process in an iteration fashion, we can obtain multiple
different current solution in different search iterations.
Besides, let I denote an optimal solution list with a given
maximum length, and once we have a new better αC

i,j

from searching H
(
αC

i,j

)
, the solution of

(
αC

i,j , P
C
i , P

C
j

)
should be added into I if it is not already in I. The
existence of I is to prevent each search from looping
back to previously visited solution spaces, i.e., avoiding
trapping into the local optimum. Technically, H

(
αC

i,j

)
is

given as

H(αC
i,j) =

{
αi,j : ∥αi,j −αC

i,j∥ ⩽ σ,

αi,j /∈ I,αi,j ∈ ψ
}
,

(25)

where σ is the maximum neighboring length, and ψ is
P1i,j’s entire feasible solution space.

• Optimal Solution Update and Termination Check: Let(
α∗

i,j , P
∗
i , P

∗
j

)
denote a variable vector to record the

best solution obtained so far. Specifically, if we find the
current

(
αC

i,j , P
C
i , P

C
j

)
that is better than

(
α∗

i,j , P
∗
i , P

∗
j

)
in any iteration, this should not be added into I but let

α∗
i,j = αC

i,j , P ∗
i = PC

i , and P ∗
j = PC

j . (26)

Moreover, a search termination criterion is checked by
either reaching a maximum number of iterations or a
performance growth threshold in terms of ωi,j .
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D. Optimal DUP Scheme

After solving each P1i,j , the optimal coefficient matrix
Ω as well as P2 can be determined. Clearly, its objective
function and constraints (10c) and (10d) are all linear, the only
challenge to solve P2 is the 0-1 constraint in (10h). Herein, we
relax β into the continuous variable, denoted as βR, between 0
and 1, which makes P2 a linear programming problem that is
able to be efficiently tackled by CVXPY. Afterward, we need
to recover βR to its binary property, and for this, we propose
a heuristic DUP strategy as follows. First, we determine one
single SU i′-SU j′ pair by

β∗
i′ ,j′

= β∗
j′ ,i′

= 1 (27)

if (
i
′
, j

′
)
= arg max

i∈M,j∈Mi,j>i
βR
i,j . (28)

For the remaining β∗
i,j w.r.t. SU i

′
and SU j

′
, we have{

β∗
i′ ,j

= β∗
j,i′

= 0, ∀j ∈Mi′ , j ̸= j
′

β∗
j′ ,i

= β∗
i,j′

= 0, ∀i ∈Mj′ , i ̸= i
′ . (29)

Then we let M = M\{i, j}, and repeat the above pro-
cesses until finalizing the optimal DUP solutions for all SU
pairs. It is observed that the number of variables is only(∑

i∈M |Mi|
)
/2 in solving P2, which is a fairly acceptable

problem scale in practice, and the performance compromise is
believed to be small.

E. Algorithm Analysis

To better demonstrate the full picture of the proposed solu-
tion, we summarize the relevant technical points and enclose
them in the following Algorithm 1.

Algorithm 1 The Proposed Resource Management for SSCN

Input: The system parameters M , K, W , L, ζ, Pmax, γ0, η0,
δ0, V0, and the parameters of the eavesdropping center
and all SUs GD

i,j , GE
i , sk, Ci, rki , rkE , ξi, ξE , µk

j

Output: The optimal KBC strategy α∗, optimal DUP strategy
β∗, and optimal power allocation strategy P ∗

1: Initialize dual problem iteration index t← 1, τi(1), ρi(1),
ν1(1), and ν2(1) to proper positive values for D0

2: Set the maximum number of iterations Q
3: while t ⩽ Q do
4: for i← 1 to M do
5: for j ← 1 to M do
6: if j ∈Mi and j > i then
7: Find

(
αI

i,j , P
I
i , P

I
j

)
in the context of (21)-(24)

8: Initialize KBC search iteration index as t′ ← 1,
I(1) ← ∅, αC

i,j(1) ← α∗
i,j ← αI

i,j , PC
i (1) ←

P ∗
i ← P I

i , and PC
j (1)← P ∗

j ← P I
j

9: Set a suitable maximum neighboring length σ
and maximum number of iterations Q′ for P1i,j

10: while t′ ⩽ Q′ do
11: Determine H

(
αC

i,j (t
′)
)

by (25)
12: Find the best KBC solution in H

(
αC

i,j (t
′)
)

and then obtain the corresponding optimal
power allocation solution by CVXPY

13: Assign them to αC
i,j(t

′ + 1), PC
i (t′ + 1), and

PC
j (t′ + 1), respectively

14: if
(
αC

i,j(t
′ + 1), PC

i (t′ + 1), PC
j (t′ + 1)

)
is

better than
(
α∗

i,j , P
∗
i , P

∗
j

)
then

15: Update
(
α∗

i,j , P
∗
i , P

∗
j

)
←(

αC
i,j(t

′ + 1), PC
i (t′ + 1), PC

j (t′ + 1)
)

16: Keep I (t′ + 1)← I (t′)
17: else
18: Update I (t′ + 1) ← I (t′) ∪{(

αC
i,j(t

′ + 1), PC
i (t′ + 1), PC

j (t′ + 1)
)}

19: end if
20: Update t′ ← t′ + 1
21: end while
22: Calculate ω∗

i,j by substituting
(
α∗

i,j , P
∗
i , P

∗
j

)
into (16)

23: ω∗
j,i ← ω∗

i,j

24: end if
25: end for
26: end for
27: Generate Ω (t) according to (18)
28: Solve P2 by CVXPY and obtain βR (t)
29: Finalize β∗ (t) by (27)-(29)
30: Finalize α∗ (t) and P ∗(t) by feeding β∗ (t) back to

Ω (t)
31: Update τi(t + 1) and ρi(t + 1) by (14) and (15),

respectively
32: Update ν1(t+ 1) and ν2(t+ 1) under a given rule
33: t← t+ 1
34: end while
35: return (α∗,β∗,P ∗)← (α∗(Q),β∗(Q),P ∗(Q))

Regarding the computational complexity of Algorithm 1,
it is first observed that for each P1i,j , we need to obtain all
feasible KBC solutions withinH

(
αC

i,j

)
in any of its iterations.

Note that σ is a very small parameter compared with N in (25),
the complexity of determining the neighborhood solution
space is approximately O

((
2K
σ

))
= O (Kσ). With the maxi-

mum number of search iteration Q′, solving each P1i,j needs
complexity O (Q′Kσ). Besides, the CVXPY toolbox em-
ployed for the relaxed P2 requires O

(
M4
)

complexity [41]
to solve a group of

(∑
i∈M |Mi|

)
DUP variables. Since there

is a total of
((∑

i∈M |Mi|
)
/2
)

subproblems P1i,j and one
subproblem P2 need to be tackled in each iteration of D0,
its corresponding complexity is O

(
M2Q′Kσ +M4

)
. Further

combining the maximum number of dual problem iteration
Q, the proposed Algorithm 1 has a polynomial-time overall
complexity of O

(
QM2

(
Q′Kσ +M2

))
.

IV. NUMERICAL RESULTS AND DISCUSSIONS

In this section, numerical evaluations are conducted to
demonstrate the performance of our proposed resource al-
location solution in the SSCN, where we employ Python
3.7-based PyCharm as the simulator platform and implement
it in a workstation PC featuring the AMD Ryzen-9-7900X
processor with 12 CPU cores and 128 GB RAM. In the
basic system setup, we first model a single-cell circular area
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TABLE I
SIMULATION PARAMETERS

Parameters Values

Subchannel bandwidth (W ) 0.1 MHz

Number of SUs (M ) 100

Number of KBs (K) 12

Size of KB k (sk) 1 ∼ 5 units (randomly) [14]

KB storage capacity of SUs (Ci) 24 units

Skewness of the Zipf distribution w.r.t.
each SU’s KB preference (ξi)

1.2

Average interpretation time of KB n-based
semantic packets (1/µn

i )
5× 10−3 ∼ 1× 10−2

s/packet (randomly) [14]

Maximum transmit power of each SU
(Pmax) 21 dBm [42]

Noise power (ζ2) −111.45 dBm [43]

Path loss model 34 + 40 log (d [m]) [44]

Average number of bits required for
encoding one semantic triplet (L) 800 bits [45]

Minimum semantic knowledge satisfaction
threshold (η0) 0.5 [18]

Maximum queuing delay threshold (δ0) 5 ms [46]

Minimum SST threshold (V0) 50 [47]

with a radius of 300 meters, in which multiple SUs and one
eavesdropping center are randomly dropped, while multiple
KBs are preset to provide SUs with a variety of distinct
SemCom services. Correspondingly, we set a uniform KB
storage capacity for all SUs, and each of them has a randomly
generated storage size. For brevity, other relevant simulation
parameters not mentioned in the context along with their
values are summarized in Table I.

Besides, the preference rankings for all KBs (i.e., rni ) at the
eavesdropping center and each SU are generated independently
and randomly, where their Zipf distributions are assumed to
have the same skewness 1.2. The average interpretation time
for semantic packets based on each KB n is considered to be
the same for all SUs. Here, we randomly generate 1/µn

i in a
range of 5×10−3 ∼ 1×10−2 s/packet w.r.t. each KB n, as the
average interpretation time of different KBs-based packets is
different from each other. Further, the minimum knowledge
preference satisfaction threshold η0, the maximum queuing
delay threshold δ0, and the maximum SST threshold V0 are
prescribed as 0.5, 5 ms, and 50, respectively. Notably, all the
above parameter values are set by default unless otherwise
specified, and all subsequent numerical results are obtained
by averaging over a sufficiently large number of trials.

For comparison purposes, here we employ two different
benchmark schemes of SemCom-empowered service provi-
sioning herein [14], [48], [49]: 1) Random Power allocation
with Distance-first pairing (RPD) strategy, which assumes each
SU has a random assigned transmit power while choosing
its nearest SU for DUP; 2) Maximum Power allocation with
Knowledge-first pairing (MPK), in which each SU is assigned
with a transmit power of Pmax while selecting its neighboring
SU with the highest KB matching degree for DUP. In addition,
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Fig. 2. Average SST vs. different numbers of SUs.

a personal preference-first KBC policy is considered for RPD
and MPK, which allows each SU to cache KBs with the
highest preferences until η0 is satisfied, and then randomly
cache the remaining KBs until reaching maximum capacity.

We first verify the average SST performance and the average
queuing latency performance obtained by each D2D SemCom
link under varying numbers of SUs in Fig. 2 and Fig. 3,
respectively, in which two different skewness values of the
Zipf distribution of ξ = 0.8 and ξ = 1.4 are taken into
account. In comparison with the two benchmark schemes, our
solution always renders an obvious SST performance gain
at any number of SUs, while reaching a positive SST per-
formance representing that the semantic information security
has been adequately guaranteed in the SSCN. For example,
in Fig. 2, our solution reaches a high SST performance of
around 7.7 × 104 at 140 SUs with ξ = 0.8, which is much
higher than around 3.8 × 104 SST of the RPD and around
1.9 × 104 SST of the MPK. In addition, in Fig. 3, a lower
queuing latency is seen by our solution, which is less than
half of that obtained by the comparison schemes. Note that as
the increase of the number of SUs, both the SST performance
and queuing latency show a grow trend. The former is because
that the more SUs mean the more neighbors for each SU,
and thus each SU should have a higher chance to find a
better SemCom counterpart for D2D pairing and to achieve
a better SST performance. However, such an increase will be
eventually stabilized since the bandwidth budget is already
fixed. Likewise, for the latter queuing delay trend, when each
SU has a better semantic value rate, the semantic data packet
arrival rate becomes correspondingly higher, thereby leading
to a higher queuing delay. Furthermore, it is observed that
the higher skewness of the Zipf distribution is with the better
SST and a worse queuing delay. The rationale behind the
former phenomenon is that the higher skewness makes each
SU easier meet the semantic satisfaction as it only needs to
cache the KBs with high probabilities, and the semantic triplets
generated based on these KBs precisely have the high semantic
value. Meanwhile, such a situation happens to cause that each
SU is more difficult to find a high knowledge-matching D2D
pair due to the higher deviation, hence the queuing delay
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Fig. 3. Average queuing delay vs. different numbers of SUs.
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Fig. 4. Average SST vs. different numbers of KBs.

becomes higher as well compared with the low skewness.
Fig. 4 and 5 compare the average SST and queuing delay

performance of each D2D SemCom link with the benchmarks
under varying numbers of KBs, respectively, with two different
KB storage capacities of C = 18 and C = 24. In both figures,
it is seen that our proposed solution far superior to either the
RPD or the MPK at each point. For instance, when the number
of KBs is set to 10 and C = 24, an average SST performance
of 5.8 × 104 is observed by the proposed solution in Fig. 4,
which is around 1.9 times higher than that of the MPK and
around 1.4 times higher than that of the RPD. Specially, in
Fig. 4, our solution shows a downtrend of SST with the
increase of the number of KBs. This is because that the more
the number of KBs, the less the discrepancy of KB preference
between SUs and the eavesdropping center, resulting in the
higher probability for the eavesdropping center having the
same KBs as SUs, which inevitably causes a lower semantic
secrecy information rate. Besides, a larger KB capacity C has
a better SST, which can be interpreted as the more KBs are
cached at each SU, the more semantic value is transmitted.

In Fig. 5, an increase trend of the average queuing delay
performance is first seen by the proposed solution with the
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Fig. 5. Average queuing delay vs. different numbers of KBs.
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Fig. 6. Average queuing delay vs. different maximum allowable transmit
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number of KBs, and then decline slowly after 11 KBs. This is
attribute to the fact that at the very beginning, the more KBs
indicates a higher effective packet arrival rate, which can lead
to a grow trend of queuing delay. However, such performance
saturation will get better as a higher probability for two SUs
caching the same KBs with high interpretation rates, which
dominates the overall queuing delay performance change.
Moreover, there is only a small queuing delay gap between the
cases with different KB storage capacities. This is because that
our solution always gives high caching priority to the KBs with
lower interpretation times, and once the semantic knowledge
satisfaction threshold or the queuing delay threshold is met,
the remaining capacity will not be in use.

In addition, Fig. 6 and Fig. 7 validate the average queu-
ing delay and SST performance under varying maximum
allowable transmit powers, respectively, under two semantic
knowledge satisfaction thresholds of η0 = 0.4 and η0 = 0.6.
Consistent with the previous results, our solution still outper-
forms the two benchmarks with a significant performance gain.
Specifically, at the point of Pmax = 21 dBm and η0 = 0.6,
the proposed solution reaches an average SST performance of
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Fig. 7. Average queuing delay vs. different maximum allowable transmit
powers.

around 73000 in Fig. 6, which is 53000 higher than that of
RPD, and obtains an average queuing delay of around 1.4 ms
in Fig. 7, which is 2.3 ms lower than that of MPK. Apart from
this, note first that in Fig. 6, the SST performance increases
as Pmax. This is because that based on our efficient DUP
solution, most of the SUs can always find a best SU for D2D
SemCom pairing to guarantee a positive SST, in which case
each SU is able to be assigned with a highest transmit power
to improve the semantic value transmission rate as much as
possible. Also, the higher η0 leads to the better SST, which
trend is quite obvious due to the looser KBC constraints.

Finally, as in Fig. 7, it is observed that the average queu-
ing latency performance obtained by all resource allocation
schemes shows a similar stable trend as the growth of Pmax.
This phenomenon can be understood by the fact that we just
set a queuing latency limitation in the optimization problem,
and our main focus is on the maximization of SST rather
than minimizing the queuing delay. Hence, the corresponding
solution here is just to satisfy the delay constraint, resulting in
the stable trend. Nevertheless, our proposed solution still has
a better delay performance compared with the benchmarks,
as aforementioned. In the meantime, it is noticed that the
lower the η0, the lower the average queuing delay. This
is because that the lower semantic knowledge satisfaction
threshold clearly makes each SU cache less KBs, thus the
knowledge overlapping rate between the two paring SUs is
more likely to be smaller. Consequently, the effective semantic
packet arrival rate at a lower η0 should be smaller than that at
a higher η0, rendering a better queuing latency performance.

V. CONCLUSIONS

This paper has explored the semantic information security-
aware resource allocation in the SSCN. We have first identified
two key problems of KBC and DUP with the joint consid-
eration of power allocation. Then, the knowledge matching
based queuing delay has been derived and a novel performance
metric of SST has been developed. On this basis, we have
formulated a joint SST maximization problem, followed by a

corresponding solution proposed. Our solution first leveraged
primal-dual transformation and decomposed the dual problem
into multiple subproblems, which can be separately solved by
our devised two-stage method. Compared with the two bench-
marks, simulation results have shown superiorities in SST,
average queuing delay, and semantic knowledge satisfaction.

We hope this paper can provide some valuable insights for
follow-up research on secure SemCom. While this work es-
tablishes fundamental principles for secure resource allocation
in D2D SemCom scenarios, real-world deployment in 5G/6G
networks would require addressing additional challenges. For
instance, in cellular-connected D2D scenarios, our KBC-DUP
strategies may be capable of being implemented at edge
servers to enable semantic-aware user pairing. However, prac-
tical constraints such as dynamic KBC across mobile users,
semantic protocol standardization gaps, and latency overheads
for SST calculation in multi-hop network environments need
dedicated investigation, which will be systematically explored
through testbed validation in our subsequent work.

APPENDIX A
PROOF OF PROPOSITION 1

Given the optimal KBC solution α∗ and optimal power
allocation solution P ∗, let β∗ =

[
β1,j∗1 , β2,j∗2 , · · · , βM,j∗M

]T
be the corresponding optimal DUP solution to the problem
in (13) under the same dual variable τ and ρ, where βi,j∗i
(∀i ∈ M) indicates that SU j∗i is the optimal D2D SemCom
counterpart for SU i, i.e., βi,j∗i = 1.

According to ωi,j defined in (16), the objective function
L̃τ ,ρ (α,β,P ) in (13) can be rewritten as

L̃τ ,ρ (α,β,P ) =
1

2

∑
i∈M

∑
j∈Mi

βi,jωi,j =
∑
i∈M

∑
j∈Mi,j>i

βi,jωi,j ,

(30)
then we substitute β∗ into (30) and yield

L̃τ ,ρ(α,β
∗,P ) =

1

2

∑
i∈M

ωi,j∗i
=

∑
i∈M,j∗i >i

ωi,j∗i
, (31)

where ωi,j∗i
is the term only related to SU i, j∗i pair.

Clearly, if α∗ and P ∗ are further substituted into (31), we
can directly reach the optimality of the problem (13). Since
different SU i, j∗i pairs should be independent of each other
in practical systems, it means that different terms of ωi,j∗i

are independent of each other as well in L̃τ ,ρ(α,β
∗,P ).

Therefore, we are able to conclude that reaching the optimality
of L̃τ ,ρ(α,β

∗,P ) is equivalent to reaching the optimality of
each ωi,j∗i

, where the optimality can be reached when α = α∗

and P = P ∗ are met at the same time. As such, α∗
i and P ∗

i

must be the optimal KBC and power allocation solutions in
terms of the problem to maximize ωi,j∗i

. Further noticing that
ωi,j is the objective of P1i,j ,∀ (i, j) ∈M×Mi, j > i, where
α∗

i(j)
and P ∗

i(j)
are the corresponding optimal solutions, hence

the equality α∗
i(j)

= α∗
i and P ∗

i(j)
= P ∗

i hold when j = j∗i .
This completes the proof.
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APPENDIX B
PROOF OF PROPOSITION 2

If (α∗,β∗,P ∗) is not the optimal solution to (13),
there must be an optimal solution, denoted as ᾱ =

[ᾱ1, ᾱ2, · · · , ᾱM ]
T , β̄ =

[
β1,j̄1 , β2,j̄2 , · · · , βM,j̄M

]T
, and

P̄ =
[
P̄1, P̄2, · · · , P̄M

]T
, such that

L̃τ ,ρ(ᾱ, β̄, P̄ ) > L̃τ ,ρ(α
∗,β∗,P ∗). (32)

On one hand, as β∗ is the optimal solution to P2, for β̄ ̸=
β∗, we have L̃τ ,ρ(α

∗,β∗,P ∗) > L̃τ ,ρ(α
∗, β̄,P ∗). On the

other hand, for the DUP case of β = β̄, the optimal KBC and
power allocation policies have been determined by solving
each P1i,j̄i , i.e., (α∗,P ∗). In other words, we have

L̃τ ,ρ(ᾱ, β̄, P̄ ) < L̃τ ,ρ(α
∗, β̄,P ∗) < L̃τ ,ρ(α

∗,β∗,P ∗),
(33)

which leads to a contradiction between (32) and (33). Accord-
ingly, the assumption of existing another optimal solution of
(ᾱ, β̄, P̄ ) cannot hold, and thus (α∗,β∗,P ∗) is exactly the
optimal solution to problem (13).
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