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The spectral characterization of quantum emitter luminescence over broad wavelength ranges and
fast timescales is important for applications ranging from biophysics to quantum technologies. Here
we present the application of time-domain Fourier transform spectroscopy, based on a compact and
stable birefringent interferometer coupled to low-dark-count superconducting single-photon detec-
tors, to the study of quantum emitters. We experimentally demonstrate that the system enables
spectroscopy of quantum emitters over a broad wavelength interval from the near-infrared to the
telecom range, where grating-based spectrometers coupled to InGaAs cameras are typically noisy
and inefficient. We further show that the high temporal resolution of single-photon detectors, which
can be on the order of tens of picoseconds, enables the monitoring of spin-dependent spectral changes
on sub-nanosecond timescales.

I. INTRODUCTION

Photo-luminescence (PL) spectroscopy of optical emit-
ters (single or small ensembles) is a task of primary im-
portance in different fields. Single-molecule detection
and spectroscopy in chemistry and biology, either label-
free or through the use of fluorescent markers, can reach a
sufficient spatial resolution to non-destructively monitor
biochemical processes at the subcellular level [1–5]. Ap-
plications range from fundamental studies in life sciences
to biomedical diagnostics. In quantum technology, PL
spectroscopy of single quantum emitters, such as single
atoms, molecules, impurities/defects, or nanostructures
in solid-state materials, is essential to characterize their
basic electronic level structure and excited-state dynam-
ics and to implement qubits for quantum communication
and sensing.

In many of these applications, PL spectroscopy is cru-
cial to determine the interaction between optical transi-
tions and the spin structure of the ground and excited
states, to create a spin-photon interface. Recent ex-
periments have proven the basic principles of quantum
networks that exploit spin-photon interfaces associated
with quantum dots in III-V semiconductors [6–8], point
defects in several materials such as diamond [9–12], sil-
icon carbide [13–17] and silicon [18–20], rare-earth ions
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in solids [21–23], or molecular spin qubits [24, 25]. In
particular, emission in the telecom range, e.g. O-band
(1260-1360nm) and C-band (1530-1565nm), is privileged
for applications requiring long-distance sharing of pho-
tonic quantum states [26, 27]. Electronic spins associ-
ated with single-point defects, in particular the nitrogen-
vacancy (NV) centers in diamond, are also widely utilized
as a localized quantum sensor to probe magnetic and elec-
tric fields, as well as temperature at the nanoscale [28–
31]. Although the operating wavelength is typically less
important in these applications, there are cases where
specific wavelengths might be preferable to avoid inter-
ference with the properties of the sample under investi-
gation [32].

Spectroscopic characterization of quantum emitters is
typically performed in the frequency domain, using a dis-
persive optical element, such as a diffraction grating, cou-
pled to a multichannel detector, such as a CCD camera
or a detector array. Alternatively, it can be performed
in the time domain using Fourier-transform (FT) spec-
troscopy. FT spectroscopy utilizes an interferometer to
create two replicas of an optical waveform and records
their interference as a function of the replicas delay, the
so-called interferogram, whose FT as a function of delay
provides the spectrum [33–35]. In the realm of quantum
emitters, FT PL spectroscopy has been used to measure
the linewidth and decoherence properties of single quan-
tum dots [36–40], carbon nanotubes [41] and defects in
diamond [42].
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Here, we demonstrate broadband FT spectroscopy
of single quantum emitters, using a compact and sta-
ble common-path birefringent interferometer coupled
to superconducting nanowire single-photon detectors
(SNSPDs). We provide a quantitative numerical and ex-
perimental demonstration of the advantages of this ap-
proach through spectroscopic measurements of two quan-
tum emitters, the divacancy in SiC and the NV center in
diamond, emitting in the near-infrared and telecom wave-
length ranges, where high-performance silicon-based de-
tectors cannot operate. We further show that, given the
high temporal resolution of single-photon detectors, our
approach can be used to detect spectral changes with sub-
nanosecond temporal resolution. To demonstrate this,
we perform spin-selective time-resolved measurements of
NV centers, showing how this approach enables the mon-
itoring of spin-resolved dynamics, which is essential for
the implementation of spin-photon interfaces.

II. SIMULATIONS

In this first section of the work we quantitatively com-
pare, through numerical simulations, the performance of
frequency-domain grating-based spectroscopy with time-
domain FT spectroscopy for the case of a single quan-
tum emitter operating in the wavelength range of InGaAs
cameras. A grating spectrometer consists of a dispersive
element, such as a linear diffraction grating, which sepa-
rates the wavelengths into different wave-vectors, which
are then projected onto a detector array, such as a CCD
camera. The performance of a camera for spectroscopy
applications is determined by several parameters. The
quantum efficiency η(λ) represents the fraction of inci-
dent photons converted to photo-electrons (dependent
on the photon wavelength λ). The gain G (expressed
in photo-electrons/count) describes how many photo-
electrons are required to generate one detector count.
The dark noise Nd (electrons/pixel/second) corresponds
to the number of thermally-excited background electrons
(i.e. not originating from an incident optical photon).
The readout noise R describes the noise of the electronic
readout chain, expressed as the number of electrons per
readout shot. This noise source is only active when the
electronic signal for the pixel is measured, and is therefore
independent of the integration time. Finally, the full well
capacity W corresponds to the number of photo-electrons
that can be stored for each pixel, before saturating.

Given an input photon spectrum Nph(λ) defined as
the number of photons per second for each wavelength λ
and an integration time ∆t, the mean number of photo-
electrons Ne(λ) in a given pixel can be computed as [43]:

Ne(λ) = [η(λ) ·Nph(λ) +Nd] ·∆t+R (1)

The number of photo-electrons Ne(λ) for each pixel
can be described as a Poisson process with mean Ne(λ).
If Ne(λ) > W , the well capacity is saturated and Ne(λ)

can be set to Ne(λ) = W , posing a limit to the increase
in integration time to improve the signal-to-noise ratio
(SNR) of the obtained spectrum. The number of photo-
electrons Ne(λ) is then converted to counts by dividing
it by the gain G. In our simple model, we neglect non-
linearities of the detection chain and quantization noise.
An FT spectrometer consists of an amplitude division

interferometer (e.g. Michelson or Mach-Zehnder), which
splits the input optical beam into two replicas and re-
combines them after a tuneable delay to create an in-
terferogram [44, 45]. The interferogram is then Fourier-
transformed with respect to the time delay τ between
the replicas to obtain the frequency spectrum of the in-
put optical field, following the Wiener-Khinchin theorem.
Here the main parameters determining the performance
of spectrum estimation are the detector quantum effi-
ciency η(λ) and the dark count rate Nd.
The number of counts detected by the FT spectrometer

can be written as a Poisson process with meanN
(F )
C given

by

N
(F )
C (τ) =

∫ +∞

−∞
eiωτη(ω)Nph(ω)dω +Nd (2)

where ω = 2πc/λ. In our simulation we assume the de-
tector saturates at WF = 5×106 counts per second (cps),

i.e. if N
(F )
C (τ) > WF then we set N

(F )
C (τ) = WF .

FT spectroscopy entails several potential advantages.
First of all, all wavelengths are multiplexed on the same
pixel, resulting in a better SNR due to the higher total
intensity, as SNR goes as 1/

√
N for N detected photons

(Fellget’s advantage [47]). Second, FT instruments do
not require entrance/exit slits to achieve high spectral
resolution, resulting in significantly higher throughput
than grating spectrometers, especially for low spatial co-
herence sources (Jacquinot advantage [33, 48]). Third,
in the telecom spectral region (1000 − 1500 nm), a cru-
cial range for fiber-based quantum networking applica-
tions [26, 27], grating spectrometers need to operate with
InGaAs cameras which, as outlined above, suffer from
high dark noise and consequently lower signal-to-noise
ratios [49–51]. On the other hand, an FT spectrome-
ter can operate with commercially available single-pixel
SNSPDs, which feature high detection efficiency (up to
almost unity [52, 53]) and extremely low dark count rates
(potentially down to 10−4 cps [54, 55]). The output of an
FT spectrometer can be further split into different spec-
tral components detected with multiple SNSPDs, each
optimized for the corresponding spectral range, resulting
in broadband spectroscopy. Currently, high-performance
SNSPDs are available in a wide wavelength range span-
ning from the visible to the mid-infrared [56, 57]. Finally,
single-photon detectors output short electrical pulses
that possess information about photon arrival time. This
enables time-resolved spectroscopy on timescales limited
only by the detector jitter, which can currently be as low
as a few picoseconds [58, 59].
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Figure 1. Numerical simulations of single-emitter PL comparing a grating and FT spectrometer. We consider
a quantum emitter with Debye-Waller factor 0.04 and brightness 2kcps, with the spectrum shown in (a) (corresponding to
a divacancy in 4H SiC [46]). Simulated spectra measured with a grating spectrometer coupled to a InGaAs camera (G =
75e−/count, Nd = 3.2ke−/count, R = 400e−, W = 4.5Me−) are shown in blue in (b) (total integration time T = 60 s, T = 180
s, T = 300 s from left to right, respectively). The corresponding FT spectra (η = 0.8, Nd = 50 cps) are shown in orange in (c),
for the same total integration times as in (b). We take the same spectral resolution for both spectrometers.

The main disadvantage of an FT spectrometer is its
single-pixel operation, which results in the need to per-
form sequential measurements by scanning the delay be-
tween the two replicas to extract the light spectrum. This
is generally much slower than parallel imaging of different
spectrally resolved wave-vectors onto a camera or detec-
tor array. Spectral resolution is set by the maximum
path delay and can be controlled by the user up to the
maximum excursion of the delay line, with a trade-off
between spectral resolution and data acquisition time.

To compare the performance of frequency-domain
grating-based and time-domain FT spectrometers, we ap-
ply numerical simulations based on standard commercial
equipment. We consider an emitter with a zero-phonon
line (ZPL) at 1131nm (Lorentzian function, 300 MHz
linewidth), and with phonon sidebands (PSB) described
by a Gaussian function with a linewidth of 20 THz (spec-
trum in Fig 1(a)). We assume a ratio of 0.04 between the
intensity emitted in the ZPL and PSB (Debye-Waller fac-
tor), and a total brightness of 2000 cps. These values
correspond to typical parameters for a divacancy center
in SiC [13, 46].

For the grating-based spectrometer, we assume that
the spectral region 1050-1375 nm is dispersed into 1024
pixels (with a spectral resolution of 0.32 nm), and use val-
ues for a commercial InGaAs camera (TeleDyne Prince-
ton Instruments PyLoN-IR:1024, “high-gain” settings):
gain G = 75e−/count, dark noise Nd = 5.7ke−/s, read-
out noise R = 400e−, well-capacity W = 4.5Me−. We do
not include optical losses associated with the entrance
slit and the finite grating efficiency. For the FT spec-
trometer, we consider typical values for the commercial
SNSPDs operating in our lab, with Nd ∼ 50 counts/s.
The typical detector response is approximately linear up
to a few million counts per second. For both devices,

we assume that the detection efficiency is independent
of wavelength in the spectral region of interest, with
η(λ) = η = 0.8.
Fig. 1(b) (blue) and Fig. 1(c) (orange) respectively

show simulated spectra for grating-based and FT spec-
trometers (1, 3, 5 minutes integration time). It clearly
demonstrates that the FT spectrometer can identify a
single quantum emitter in a few minutes’ measurement
time, while the grating-based spectrometer has insuffi-
cient sensitivity for this purpose over such a timescale.
Further simulations are presented in the Supplementary
information, comparing the performance of the two tech-
niques for weaker (500 cps, Fig. S3) and brighter (10
kcps, Fig. S2) single quantum emitters. We further ex-
plore the impact of the SNSPD dark counts (Fig. S1),
showing that FT spectroscopy is very robust, enabling
the identification of a single quantum emitter even when
the dark count rate is as high as the signal rate.

III. FOURIER SPECTROSCOPY OF SINGLE
NEAR-INFRARED QUANTUM EMITTERS

In this section we experimentally verify the outcomes
of the numerical simulations presented in Section II on a
single (hk) divacancy in 4H-SiC. Divacancies in SiC are
point defects consisting of neighboring silicon and carbon
vacancies (VSiVC). They exhibit PL in the near-infrared,
and a S = 1 electronic spin, which has been used for ex-
periments on spin-photon interfacing [14, 15, 61, 62] for
quantum networking and quantum sensing. In the 4H
polytype of SiC, a divacancy can occur in four possible
lattice sites, each with specific ZPL wavelengths: 1133
nm for the (hh) divacancy (PL1), 1132nm for the (kk)
divacancy (PL2), 1108nm and 1078 nm, respectively, for
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Figure 2. PL spectroscopy of a single divacancy center in 4H-SiC. (a) sketch of the TWINS interferometer, consisting
of two sliding wedges of a birefringent material (“A”) that create a controllable delay between two replicas of the input optical
waveform. Polariser P1 sets the input polarization, while polarizer P2 enables interference of the two orthogonally-polarized
replicas. (b) spectral resolution of the TWINS device (GEMINI.HP.ASY.L, NIREOS) used in our experiment. The spectral
resolution ∆λ at wavelength λ is given by ∆λ = 0.605λ2/(∆n ·xmax ·sinα) [60], where xmax is the maximum motor travel range
and α is the angle of the wedge. (c) PL spectrum of a single divacancy in 4H-SiC acquired with the grating-based spectrometer
coupled to a liquid-nitrogen-cooled InGaAs camera. Observing the spectrum required a background trace to be taken and
subtracted from the signal trace (both with 5 minute integration time). The background should at minimum be taken with the
excitation laser off, but provides improved SNR when including background fluorescence through collecting emitted light away
from the divacancy. (d) Fourier PL spectrum for the same divacancy centre as in (c) acquired with the TWINS interferometer
(5 minutes total integration time). No background subtraction is required here. The difference in the shape of the phonon
sidebands originates from the difference in spectral resolution (see SI Fig. S4). (e) Fourier PL spectra for the same divacancy
center as in (c)/(d), taken at different integration times (1293 time delay steps): 2000 ms/step (total 45 minutes), 100 ms/step
(total 153 seconds), 50 ms/step (total 86 seconds) and 10 ms/step (total 37 seconds). The total integration time does not scale
linearly with the integration per step, as there is a constant temporal overhead related to motor movement. It is possible to
identify the single divacancy, from its ZPL wavelength, even with an integration time on the order of few tens of seconds.

the two basal divacancies (PL3 and PL4) [46], with ad-
ditional centers of unknown origins, possibly also associ-
ated with divacancies, with ZPLs around 1040nm [63].

We compare the performances of a grating spectrom-
eter and a FT spectrometer in detecting the spectrum
of a single divacancy in SiC. The grating spectrometer
(Acton Research Corporation, SpectraPro-500i) includes
a 300 g/mm grating, and is coupled to a liquid nitrogen
cooled InGaAs camera. The FT spectrometer consists
of a common-path birefringent interferometer [64–69],
based on the translating-wedge-based identical pulses en-
coding system (TWINS) design, sketched in Fig. 2 (a).
To understand the operation of TWINS, we consider an
optical waveform entering a birefringent plate of thick-
ness L with polarization rotated by 45 degrees with re-
spect to the ordinary and extraordinary axes. At the
output of the plate, the waveform splits into two repli-
cas with perpendicular polarizations and delay τ propor-
tional to the plate thickness. The plate (labeled “A” in
Fig. 2(a)) is cut into a pair of wedges, of which one is
transversely translated, to continuously vary L and τ . To
access the zero-time delay between the pulses, a birefrin-
gent plate (“B” in Fig. 2(a)), with optical axis rotated

by 90 degrees with respect to the wedges, is introduced.
Finally, the two delayed replicas are projected to a paral-
lel polarization by a linear polarizer (“P2” in Fig. 2(a)),
allowing their interference on the detector to measure an
interferogram. Since the two delayed replicas follow the
same beam path, any vibration or environmental fluctua-
tion equally affects them both and is thus canceled, guar-
anteeing exceptional delay stability and reproducibility.

We utilize a commercial TWINS interferometer (model
GEMINI.HP.ASY.L from NIREOS s.r.l.). The birefrin-
gent blocks are made of α-barium borate (α-BBO), which
is transparent from the ultraviolet to 3 µm wavelength.
Block B is a plate with 4.53-mm thickness, while block
A is shaped in the form of two wedges with the same
apex angle (10◦), one of which is mounted on a motor-
ized translation stage with maximum travel range of 28
mm, which corresponds to a maximum delay between
the replicas of 2000 fs at a wavelength of 600nm. The
FT interferometer is combined with an SNSPD (Single-
Quantum EOS), with 80% efficiency along one linear po-
larisation, about 50 dark counts per second, and about
100 ps temporal jitter. In the following, we refer to the
first method as the ‘InGaAs Spectrometer’ and the sec-
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Figure 3. Broadband time-resolved spectroscopy of NV centers in diamond. (a) Energy levels for the negatively-
charged state of the NV center in diamond. Radiative (non-radiative) transitions are depicted with solid (dashed) lines and the

corresponding rates κ
(j)
lm, associated with spin state |j⟩, are described in Section IV of the main text. (b) Sketch of experimental

setup for the experiments on NV centers in diamond. The NV centers are addressed with a high-NA objective (’OBJ’) in a
custom confocal microscope, with the sample mounted on a 3-axes motorized translation stage. Optical excitation is performed
by a 532nm laser, either directly or through an acousto-optic modulator (AOM) in double-pass configuration (”AOM-path”)
with a quarter-wave plate (QWP) in the path to ensure backward propagating light is directed to the sample and not back
into the laser by the polarizing beam-splitter (PBS). The PL, separated from the excitation light by a dichroic mirror (DM-1,
cut-off wavelength 561 nm) is directed through the GEMINI interferometer (“Fourier-path”), then spectrally split by a second
dichroic (DM-2, cut-off wavelength 950 nm), separating the visible and near-infrared components, which are detected by two
separate SNSPDs optimized for the respective wavelength ranges. Microwave pulses (“MW-chain”) are created by a switch
(SW) acting on a CW tone generated by a microwave oscillator (LO), amplified (’amp’) and delivered to the sample by a thin
microwave wire. Control pulses for the acousto-optic modulator and the microwave switch are generated by a programmable
pulse generator (’PS’, Swabian Instruments Pulse Streamer 8/2), and pulses from the SNSPDs are time-tagged by a Swabian
Instruments Time Tagger (’TT’). A magnetic field of about 35 gauss is precisely aligned to one of the NV axes by a permanent
magnet mounted on a motorized translational stage. The setup is described in more details in Supplementary Information,
section S3.

ond method as the ‘FT Spectrometer’.

To compare the two approaches, we investigate an iso-
lated divacancy in 4H-SiC. To create isolated divacan-
cies, the sample was irradiated with 2 MeV electrons at
a dose 1012cm−2 and annealed in nitrogen gas flow for
30 minutes at 750 degrees. The sample is cooled to T
= 4K in a closed-cycle cryostat and investigated with a
home-built confocal microscope, including a high numer-
ical aperture objective (Olympus LCPLN100X-IR, NA
= 0.85) held at room temperature inside the cryostat
vacuum (see Cilibrizzi et al [17] for more details about
the setup). We excite a single divacancy with a 915nm
laser diode, and a 780nm repump laser to stabilize the
neutral charge state, detecting approximately 15 kcps on
the SNSPD, bypassing the GEMINI interferometer. We
then measure its PL spectrum first with a grating-based
spectrometer and subsequently with the FT spectrome-
ter. The two spectra are reported in Fig. 2.

With the InGaAs spectrometer, we first acquire a back-
ground measurement to compensate for the dark noise,
approximately 140 counts/(pixel s) over the 880 pixels
used, with a spectral resolution of 0.3 nm at 1100 nm. A
signal measurement is then recorded with an integration

time of 5 minutes, which is subtracted from the back-
ground trace to yield the optical spectrum, as shown in
Fig.2 (c). The visible ZPL at 1078 nm, measured as
1077.96 ± 0.01 nm from the Lorentzian fit with a full
width at half maximum (FWHM) of 0.56 ± 0.05 nm,
and the broad PSB extending to approximately 1350 nm
corresponds to a kh-oriented divacancy [13, 46, 70].

We then use the FT spectrometer to measure the spec-
tral emission of the same PL spot (5 minutes integration
time), resulting in a ZPL centered at 1075.6 ± 0.1 nm
and a FWHM of 2.54 ± 0.29 nm, limited by the spec-
tral resolution of the FT spectrometer (Fig.2 (b)), which
is worse than the resolution of the grating spectrome-
ter. The center wavelength and FWHM extracted from
a Lorentzian fitting are comparable to the measurements
obtained with the InGaAs spectrometer. This confirms
the accuracy and resolution of the FT spectrometer in
identifying quantum emitters in the IR region. An in-
teresting feature is that the amplitude of the phonon
sideband appears to be better resolved for the FT spec-
trometer than for the grating spectrometer. Additional
simulations presented in the Supplementary Information
(Fig. S4) show that this is a consequence of the different
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spectral resolutions for the two instruments considered
here: when increasing the spectral resolution of the FT
spectrometer to the same value as the grating spectrom-
eter, the spectra appear identical.

We then characterize the minimum time required for
the FT interferometer to resolve the ZPL of the diva-
cancy by acquiring a series of measurements with vary-
ing integration times per step. Here, ’step’ refers to the
incremental adjustment of the position of the moving
wedge corresponding to an incremental delay. As shown
in Fig.2 (e), an integration time of 10 ms per step is suf-
ficient to resolve the ZPL and identify the kh-divacancy
[13, 46, 70], corresponding to a minimum measurement
time of 37 seconds for 1293 motor steps. At such low in-
tegration time, the total data acquisition time is mainly
limited by motor motion.

The measurements reported in Fig.2 demonstrate that
the FT spectrometer serves as a valuable tool to inves-
tigate quantum emitters, particularly in the infrared re-
gion, where InGaAs spectrometers are known for their
high dark noise [49–51]. Its spectral resolution, acqui-
sition time, and cost-effectiveness compared to InGaAs
spectrometers enable the correct identification of un-
known defects by effectively determining their ZPL.

IV. BROADBAND FOURIER SPECTROSCOPY
OF QUANTUM EMITTERS

In this section, we demonstrate that the time-domain
FT spectrometer can be used for broadband spectroscopy
of quantum emitters when coupled in parallel to multiple
single-photon detectors operating in different wavelength
ranges. Throughout Sections IV and V, we identify as
“VIS/NIR” the spectral region between 600-1000 nm and
as “IR” the spectral region between 1000-1200 nm.

We utilize an ensemble of nitrogen vacancy (NV) cen-
ters in diamond. The optical dynamics of the negatively-
charged state of the NV center (NV−) can be mod-
eled as that of a six-level system [71, 72] which emits
both VIS/NIR and IR photons, as shown in Fig. 3
(a). In our model we do not distinguish between the
ms = −1 and ms = +1 spin sub-levels in the S = 1
triplet states: therefore the triplet ground (3A2) and
excited (3E) states only include, respectively, the levels
{|g0⟩ , |g1⟩} and {|e0⟩ , |e1⟩}. We also consider a singlet
ground state |sB⟩ (1E) and excited state |sA⟩ (1A1).
Green illumination with a rate κexc excites the system

from the 3A2 ground state to the 3E excited state, from
which there are two possible decay pathways: First, spin-

conserving transitions (rates κ
(0)
ge and κ

(1)
ge , respectively,

for spin ms = 0 and ms = 1) back to 3A2 with emission
featuring a ZPL at 637 nm and PSB extending up to 900
nm, and a lifetime of about 13 ns [71, 72]; Second, decay
through the singlet, consisting of non-radiative decay to

the singlet excited state 1A1 (rates κ
(0)
es and κ

(1)
es ), fol-

lowed by radiative decay to 1E with narrowband emis-
sion around 1042 nm [71, 73–75] (rate κS), and sub-

sequent non-radiative decay back to the triplet ground

state 3A2 (rates κ
(0)
sg and κ

(1)
sg ). Given that κ

(1)
es is larger

than κ
(0)
es , this second pathway is preferentially associated

with ms = 1.

The experimental setup is sketched in Fig. 3 (b), and
discussed in details in the SI (Section S2). For the ex-
periments in this section, we do not use the acousto-
optic modulator (AOM) path and the microwave chain
depicted in Fig. 3 (b). After the TWINS interferome-
ter, the PL is sent to a dichroic mirror separating the
VIS/NIR and IR components, which are detected by
two separate SNSPDs optimized for the respective wave-
length ranges. As the interferometer motor is stepped,
one interferogram is measured on each detector, in par-
allel, resulting in the two spectra displayed in Fig 4.

The emission from the triplet state is expected to be
about three orders of magnitude brighter than the sin-
glet emission [73]. As we are not interested here in the
relative intensity of the VIS/NIR and IR emission, we
simply place suitable neutral-density filters to operate
both detectors at about 106 cps. As expected, the de-
tected NV emission comprises a PSB of about 200 nm in
the VIS/NIR and a 1042 nm peak in the IR [73, 76]. The
IR spectrum also comprises a tail from the three-orders-
of-magnitude stronger visible PSB.

V. FOURIER SPECTROSCOPY OF QUANTUM
EMITTERS WITH NANOSECOND TEMPORAL

RESOLUTION

An appealing feature of single-photon detectors is their
ability to provide temporal resolution, down to few tens
of picoseconds for SNSPDs. This opens the possibility of
wide-band time-resolved PL spectroscopy for quantum
emitters, in particular targeting different, possibly spin-
dependent, emission pathways.

We demonstrate this by performing experiments on the
interplay between the visible and infrared emission of an
ensemble of NV centers in diamond. As shown in Fig.
3(a) and described in Section IV, the NV center presents
a complex dynamics involving singlet and triplet excited
states, with optical emission in the VIS/NIR and IR.
The relevant energy levels and transitions, and the asso-
ciated dynamics and rates are well known [73], enabling
us to use this system to benchmark the technique. As

κ
(1)
es ≫ κ

(0)
es , the decay through the singlet states (|sA⟩

and |sB⟩) is preferentially activated for ms = 1. The

longer lifetimes associated with the state |sB⟩ (κ(0,1)
sg ≤ 1

MHz) lead to a reduction in optical emission in the vis-
ible for the ms = 1 spin state, compared to the ms = 0
state: this spin-dependent PL intensity gives a spin read-
out mechanism. Furthermore, as the |sB⟩ state displays
a stronger coupling to |g0⟩ than to |g1⟩ in the triplet
ground state, optical excitation results in pumping into
the ms = 0 state, providing a spin initialization mecha-
nism.
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Figure 4. Demonstration of broadband PL spectroscopy of quantum emitters. We perform FT spectroscopy of the
emission from an ensemble of NV centres in diamond, detecting different wavelength ranges in parallel with two SNSPDs. (a)
and (b) show respectively the interferograms on detectors optimized for the 600-900 nm range (emission from the NV triplet
state) and for the 1000-1300 nm range (emission from the singlet state). The corresponding spectra are shown in (c) and (d).

The optically-detected magnetic resonance (ODMR)
on the NV centers is shown in Fig. 5(a), with the red
line indicating spin resonance spectrum for visible light
collection, and the yellow line for infrared light collection.
As the system is optically polarized in the ms = 0 state,
which displays higher (lower) brightness in the VIS/NIR
(IR) PL, the ODMR spectrum display dips (peaks) when
the microwaves are applied resonant with the transition,
driving the spin into ms = 1. In these measurements, a
magnetic field of about 35 gauss is applied along one of
the four possible NV directions in the sample by a per-
manent magnet. We further demonstrate spin rotations
by microwave pulses of different durations driven on the
NV center spin resonance line at 2995 MHz: the result-
ing Rabi oscillations, in VIS/NIR (red) and IR (yellow),
are reported in Fig. 5(b). From these oscillations, we
determine the optimal π-pulse duration, which is utilized
in subsequent microwave pulse sequences.

To demonstrate the capability of our wide-band FT
spectrometer to time-resolve spin-dependent optical dy-
namics with high spectral and temporal resolution, we
perform pulsed experiments on the NV ensemble, start-
ing from either ms = 0 or ms = 1. We expect a larger PL
intensity in the VIS/NIR when the sample is polarized
in ms = 0 compared to when it is polarized in ms = ±1
and the opposite behavior for the IR emission [77], with
different timescales for the dynamics resulting from the

different lifetimes of the states involved.

We detect 1.6 Mcps (spectrally-integrated) for the
VIS/NIR detector and 700 kcps for the IR detector, with
adequate neutral density filters to avoid detector satura-
tion. In order to compare the dynamics for the electron
spin initialized in either ms = 0 or ms = 1, we utilize
two different pulse sequences. In the first one, we use a
single green laser pulse of 15 µs duration, which polarizes
the spin into the ms = 0 state. In the second, we add
a microwave π pulse at 2995 GHz (207 ns duration, de-
termined by the Rabi experiment) to flip the spin state
from the initially-polarized ms = 0 state into ms = 1.

The dynamics is observed by detecting PL photons
during the green illumination pulse, in the range 600-
1200nm, as in Section IV. For each interferometer time

step τj , we record the photon arrival times {t(V IS/NIR)
i }

and {t(IR)
i } respectively, in the V IS/NIR and IR chan-

nels of the SNSPD system. The ultimate limit in tempo-
ral resolution is given by the detector jitter, below 50ps
for our system, setting the shortest meaningful time-bin
size δt. Shorter time-bins, however, reduce the number
of photons in each bin, decreasing the SNR and estab-
lishing a trade-off between temporal resolution and SNR
for a given integration time. For example, a brightness of
1 Mcps, corresponding to 10 cps in a 10 µs pulse, would
result in 50 × 10−6 photons in each 50ps-bin, requiring
2× 106 pulse repetitions to achieve 100 photons per bin.
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Figure 5. Spin-selective time-resolved FT spectroscopy of NV centers in diamond. (a) ODMR measurement for
VIS/NIR (605 nm longpass filter - 950 nm shortpass filter) and IR (1000 nm longpass filter). Optical pumping polarizes the
electron spin in ms = 0, which is brighter (darker) in the visible (IR). This results in PL dips (peaks) when the microwave
is resonant with a spin transition. (b) Rabi measurement for VIS/NIR and IR, driving the transition at 2.995 GHz with

microwave pulses of different lengths. Both curves are fitted by the function f(τ) = A · sin(2τ/Tπ) · e
− τ

T∗
2 + B, with the

same parameters π-pulse duration Tπ = (200.5± 13.7) ns and T ∗
2 = (245.8ns± 92.5) ns. The relatively slow π-pulse duration

is limited by the microwave power used in the experiment. (c) Sketch of the pulse sequences and data analysis procedure
utilized for spin-selective time-resolved measurements. We initialize the electron spin in either ms = 0 (left) or ms = 1 (right).
Detecting the PL emitted during green laser excitation in both the visible (ch=VIS/NIR) and the near-infrared (ch=IR). We
collect the PL photon detection times in bins δt. The PL is analyzed with the FT spectrometer, retrieving a time-resolved
spectrum yi(λ, δt) for spin state ms = i. To isolate the temporal dynamics from strong background from the NV ensemble, we
plot the difference ∆(λ, δt). (d) Experimental data for spin-selective time-resolved measurements, for the VIS/NIR (top plot,

∆(V IS/NIR)(λ, δt)) and the IR (bottom plot, ∆(IR)(λ, δt)). (e) Comparison between ∆(V IS/NIR)(δt) (wavelength integrated

in the range 600-900nm) and ∆(IR)(δt) (wavelength integrated around the 1042nm peak), showing the two different timescales
for the photoluminescence.

As the ODMR dips in Fig. 5(a) show a total contrast
of about 2% integrated over a large pulse duration of
> 10µs, we expect very small differences in signal in each
time-bin and we therefore need a sufficiently long integra-
tion time to enable such small variations to emerge above
the shot noise. This leads to long integration times, so
we decided to limit the temporal bin sizes to δt = 10

ns and δt = 500ps. We take 2930 time-delay (τ) points
for the interferogram (step-size 0.01 mm), with 1.6× 107

repetitions for the pulse sequence for each value of τ . For
a pulse sequence duration of 22 µs, the whole experiment
required a total integration time of 12.6 days.
As described in Fig. 5 (c), the measurements output

the datasets y
(ch)
0 (τ, δt) and y

(ch)
1 (τ, δt), describing pho-
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ton counts as a function of the photon arrival time bin δt
and interferometer step τ , given the spin is initialized in
ms = 0 andms = 1 respectively (ch ∈ {V IS/NIR, IR}).
Each of the two datasets comprises data taken from the
V IS/NIR and IR detector channels. We then Fourier-
transform these with respect to the interferometer step

τ , retrieving the time-resolved spectra y
(ch)
0 (λ, δt) and

y
(ch)
1 (λ, δt) as a function of the optical wavelength λ.

Figure 5(d) plots the quantity ∆(ch)(λ, δt) =[
y
(ch)
0 (λ, δt)− y

(ch)
1 (λ, δt)

]
, i.e. the difference in counts

observed between the situation with spin initially pre-
pared in ms = 0 and ms = 1, respectively in VIS/NIR
(top) and IR ( bottom), for a time-bin of 10 ns. We
choose to plot the difference, instead of the two origi-

nal datasets y
(chan)
0 (λ, δt) and y

(chan)
1 (λ, δt), as it cancels

the contribution of the NVs not driven by the specific
microwave tone we apply and the general background,
highlighting the small difference between the two spin
states.

Over the duration of the pulse, the PL reaches an iden-
tical steady-state for ms = 0 and ms = 1. The VIS/NIR
PL in the top panel of Fig. 5 (d) shows a positive photon

count difference (y
(ch)
0 (λ, δt) > y

(ch)
1 (λ, δt)), consistent

with PL dips in the ODMR spectrum, with a temporal
decay over a timescale of 5-7 µs. The bottom panel of
Fig. 5(d) evidences regions with positive count differ-
ence ∆(ch)(λ, δt), related to the tail of the visible emis-
sion, and areas with negative ∆(ch)(λ, δt), with a much
shorter temporal decay, on the order of 1 µs, associated
with the 1042 nm peak. The relatively slow decay time
can be attributed to the low power of the green pump
[78]. This shows how spin-selective time-resolved spec-
troscopy enables the identification of spectral features
associated with the different spin sub-levels.

VI. DISCUSSION AND CONCLUSIONS

In this work we have demonstrated the ability of
a common-path birefringent interferometer to perform
time-domain FT spectroscopy for the characterization of
PL of quantum emitters, comparing its performance to a
frequency-domain grating-based spectrometer. We have
shown that the FT spectrometer can be competitive in
measuring the spectrum of single quantum emitters in
spectral regions where low-noise silicon cameras are not
available, such as the IR (and telecom) range, with data
acquisition timescales on the order of seconds to minutes.
FT spectrometers are thus proposed as a lower cost alter-
native to grating-based spectrometers equipped with ex-
pensive liquid nitrogen cooled InGaAs cameras. SNSPDs
are of course expensive as well, but any laboratory per-
forming research on telecom-range quantum emitters will
naturally have access to them. An alternative possibility
could be to utilize grating-based spectrometers coupled
to SNSPD arrays, which are an active area of technology
development [79, 80]. Such detectors are however still

not widely available, and no time-resolved spectroscopy
application using them has been reported to the best of
our knowledge.

The TWINS interferometer has a high throughput, due
to the lack of slits, which can be further enhanced by suit-
able anti-reflection coatings, at the expense of broadband
operation. Its spectral resolution, which depends on the
maximum achievable replicas delay, can be further im-
proved by increasing the size of the birefringent wedges
or moving to materials with larger birefringence, such as
Y V O4.

We envision several possible applications of the tech-
niques demonstrated in this manuscript. First of all, as
shown in Section III, FT spectroscopy can be used to
identify quantum emitters, in particular in IR (and in
the telecom range) where InGaAs cameras are limited by
poor performance. Examples are divacancies [14, 15, 61],
NV centers [81] and vanadium [17] impurities in SiC,
G-centers [18, 19, 82] and T-centers [20, 83] in silicon,
erbium impurities [23, 84–86] in different host materi-
als. It can also be used to monitor the conversion to the
telecom range of the emission from systems operating in
VIS/NIR, through suitable non-linear optical processes
[87–90]. All these examples are of crucial importance for
applications requiring long-distance sharing of quantum
states, such as quantum networking [26].

In many situations, the types of emitters which could
occur in the sample are constrained by factors such
as specific irradiation or annealing conditions. In such
cases, where one aims, for example, only to distinguish
between different types of divacancies, data acquisition
times could be further decreased by compressed sensing
[91], or tailored protocols only detecting interferometer
delay steps that give the most information for identifying
the specific system of interest.

As we have shown in Section V, this system can be
used to investigate spin-resolved PL dynamics with high
temporal resolution. While we have benchmarked this
for a system, the NV center in diamond, with known
transitions and dynamics, it could be helpful when char-
acterizing different types of new quantum emitters to find
the optimal ones for specific applications, and in devel-
oping optimal control pulse sequences using multi-color
pulsed illumination and detection. The same concept can
be applied to study the dynamics dependent on other de-
grees of freedom, such as the charge state for solid-state
defects [92, 93].

Beyond quantum technology, further applications
could be found in the characterization of molecules with
fast switching between different fluorescence spectra, for
example photo-switchable molecules [94], solvatochromic
molecules exhibiting emission wavelength shifts depend-
ing on the polarity of the solvent [95], and spin and ex-
citon dynamics in organic light emitting diodes [96, 97].
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SUPPLEMENTARY INFORMATION

S1. ADDITIONAL NUMERICAL SIMULATIONS

Here we report additional numerical simulations to support the work presented in the main text. In particular:

• Supplementary Figure S1 examines the role of detector dark counts in Fourier spectroscopy, showing that spectra
corresponding to a single quantum emitter can be retrieved even when the noise is as intense as the signal

• Supplementary Figure S2 compares a grating and FT spectrometer, with the same parameters as described in
the main text, when detecting a quantum emitter with brightness 10kcps.

• Supplementary Figure S3 compares a grating and FT spectrometer, with the same parameters as described in
the main text, when detecting a quantum emitter with brightness 500 cps. In this case, the Fourier spectrometer
can retrieve a spectrum, while the grating-based spectrometer cannot.

• Supplementary Figure S4 compares spectra for a single quantum emitter taken on the Fourier spectrometer
with different spectral resolutions (larger delay ranges between the waveform replicas result in smaller spectral
resolution).
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(b) N  = 50 cps 
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Supplementary Figure S1. Numerical simulations comparing the effect of detector dark counts on the Fourier
spectrometer. In all plots, we consider a divacancy in SiC emitting 2k photons per second, with Debye-Waller factor 0.04.
We change the detector dark counts as (a) Nd = 5 cps, (b) Nd = 50 cps, (c) Nd = 500 cps and (d) Nd = 2000 cps. The rows
correspond to different integration times (respectively T = 60s, T = 180s and T = 300s per point). The spectrometer is quite
robust against dark counts, in some conditions retrieving a meaningful spectrum even with dark counts as high as the signal
counts.

S2. EXPERIMENTAL SETUP AND SAMPLES FOR THE EXPERIMENTS ON NV CENTRES IN
DIAMOND

Sample. We utilize an ensemble of NV centers in diamond, created by electron irradiation and annealing of a high-
pressure high-temperature diamond sample purchased from Element Six Ltd. After electron irradiation by Synergy
Health plc, the diamond was annealed while buried under diamond grit in a tube furnace with dry nitrogen flowing
over it, following the recipe of Chu et al [98]: 4 hours at 400 ◦C, and then 2 hours at 800 ◦C, and then 2 hours at 1200
◦C. After annealing, the sample was cleaned in acid. Continuous-wave electron paramagnetic resonance (EPR) was
used to quantify the defect concentrations, measuring nitrogen concentration as 127 ppm and the NV− concentration
as 5.6 ppm.
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(a) simula�ons gra�ng spectrometer (b) simula�ons Fourier spectrometer 

T = 60 s

T = 180 s

T = 300 s

T = 60 s

T = 180 s

T = 300 s

Supplementary Figure S2. Numerical simulations comparing a grating and FT spectrometer. We consider a quantum
emitter with Debye-Waller factor 0.04 and brightness 10kcps. Simulated spectra measured with the grating spectrometer
coupled to a InGaAs camera ((a)) and the Fourier interferometer ((b)) described in the main text. For each instrument, we
compare three total data acquisition times: T = 60 s, T = 180 s and T = 300 s.

Experimental setup. The experimental setup is sketched in Fig. 3 in the main text. The sample is kept
at room temperature, and investigated with a home-built confocal microscope featuring a high numerical aperture
objective (Olympus MPlanFL N 100x, NA=0.9). With an NV concentration of 5.6ppm, corresponding to 9.9× 10−6

per µm3, we expect about 105 NV centers in the confocal spot. The sample is placed on motorized stages (Thorlabs
Nanomax300) to enable access to different areas.

For the experiments in this section, the sample is excited by a 532 nm continuous-wave (CW) laser (CNI MGL-III-
532-300mW), and the PL is selected with a dichroic mirror (‘DC-1’ in the figure, Semrock DiO2-R561). The PL goes
through the TWINS interferometer and the output is then separated in two different wavelength ranges by a second
dichroic (‘DC-2’, Thorlabs DMSP950R ), each directed to separate SNSPD channels. The wavelength range (605 nm
- 950 nm) is sent to a channel optimised for 780 nm, while the NIR range (1000 nm - 1200 nm) is directed to a second
channel optimised for the 900-1300 nm range (through two long-pass filters with cut-off at 950 nm and one long-pass
filter with cut-off at 1000 nm).

Spin initialisation, control and readout is performed by a combination of optical and microwave pulses. Microwave
pulses are created by a radio-frequency switch (Minicircuits ZASW-2-50DRA+, 20 ns switching speed) acting on the
continuous-wave tone from a local oscillator (R&S SMBV100A, power 25 dBm). The pulses are amplified (Minicircuits
ZHL-16W-43-S+) and delivered to the sample through a thin copper wire, creating a microwave-frequency magnetic
field. A continuous-wave green laser beam (20 mW on the sample) is pulsed by an acousto-optic modulator (Isomet
556F-3), in double-pass configuration to achieve an extinction ratio of 105 : 1.
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Supplementary Figure S3. Numerical simulations comparing a grating and FT spectrometer. We consider a quantum
emitter with Debye-Waller factor 0.04 and brightness 500 cps. Simulated spectra measured with the grating spectrometer
coupled to a InGaAs camera ((a)) and the Fourier interferometer ((b)) described in the main text. For each instrument, we
compare three total data acquisition times: T = 60 s, T = 180 s and T = 300 s.
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